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MojaeaupoBaHue 3BaKyallMu U3 nNoMeleHui
€ Y4€TOM COUMAJILHBIX IPYII U MHOK€CTBEHHBIX BHIX0/10B

© AA. CI/IJII/IHCKaﬁl, A.C. BOI‘OMOJ‘IOBLZ, B.A. KyLLIHI/IKm;l’2

1®I'BOY BO «CT'Y umenu H.T. Yepusiiesckoroy, Caparos, 410012, Poccus
UL CHI] PAH, Caparos, 410028, Poccus

Cmambusa noceéauena paspabomre MHO20A2EHMHOU MOOenU I8aKyayul, yuumoléaroujeli
Qusuueckue XapakmepucmuKyu a2eHmos (803pacmubie Kame2opuu, CKOpoCmb, MAHes-
PEHHOCMb), YPOBEHb NAHUKU, COYUATIbHbIE G3AUMOOCUCMBUS 8 SPYNNAX MUNd «iuoep—
nociedosamenty U HAIUYUE HECKOALKUX IEAKYAYUOHHBIX 8bIX0008, OMKPBIBAIOWUXCA C
3A0aHHbIM UHMEPBANOM (paccmampusancs unmepgan 6 cexyuo). [na obyuenus nosede-
Hus azenmoe ucnoavzyemcs aneopumm Multi-Agent Proximal Policy Optimization
(MAPPO). Hcnonv3yemcsa eubpuoHoe npoCmMpaHcmeo oOelicmsuti, codemaroujee Ouc-
KpemHbill 8blO0p 8b1X00A U HenpepwleHoe ynpasienue ogudiceHuem. OoyueHue nposooum-
¢ no npunyuny «curriculum learning» ¢ nocmeneHHviM HAPAWUBAHUEM KOIUHECMEA
azenmos. Imo no360asem aceHmam adanmuposamsbCa K CLOMCHLIM CYSHAPUAM C 8bICO-
KOU CKYYEeHHOCHbIO U YAYHUUmMb 0000Warwyto cnoCOOHOCHb MoOeau 0 IKCHepUMEH-
moe ¢ pasHvim uuciom acenmos. Cpeda npedcmagisiem coboil nomeujeHue 3a0aHHbIX
pasmepos (paccmampuganuco nomewerus 1520 m) ¢ 3a0aHHbIM KOAULECTNEOM 8bIX0008
onpeoeneHHol WUpuHsl (paccmampusanocs 3 gvixooa no 1,5 m). B moodensv sanoscena
JI02UKA pacnpocmpanenus ungopmayuu o gvixodax. MHOusudyaibhvie azeHmsl Y3Haom
UHPOPMAYUIO O HOBBIX OMKPHLIMbBIX GbIXOOAX 8 paduyce 5 M U Nepeoaiom CUcHAl coce-
oam. Jluoepwvl usHauanrbHo 3HAOM 000 8cex OOCMYNHBIX 8bIX00AX 8HE 3ABUCUMOCHU OM
paccmosinus. Tlpedycmompen mexanusm pacnpocmpanenus NaHuKu 8 3a8UCUMOCmu om
CKYYEHHOCIMU a2eHMO8, pacCmosaHusi 00 8biIX00a U NPOWEOUe20 BPEMeH ¢ Ha4dld 38a-
Kyayuu. Beedenvl cneyuguueckue npasuna nogedenus Oas COYUANbHBIX SPYRN: TUOepbl
NPUHUMAIOT CIPAMeSUYecKUue PeuerUs, d RONCUIbLE NOCAe008ameni NOIYUarm 60HyC K
CKOpocmu npu c1edo8anuu 3a audepom. B mexyweil peanrusayuu 6b100p 861x00a 015 UH-
OUBUOYATBHBIX A2EHIMO8 OCHO8AH HA Kpamuaiiwem paccmosHuu azenma 0o Hezo. B co-
YUATIbHBIX 2PYRNAX peuleHue 0 8bl00pe 8bIX00a NPUHUMAEMCs TUOePOM HA OCHO8E Cpeo-
He2o paccmosinus écex azenmos. IIpogedenvl gviuuciumenviuvle dxcnepumenmol 0us 40
A2eHMO8 8 PA3IUYHbIX CYESHAPUAX: C PAZHBIM YUCIOM Audepos (2—16) u 6e3 epynn (uHOu-
suodyanvras seaxyayus). IIposedentvle 8bIYUCTUMENbHBIE IKCNEPUMEHMbL NOKA3AMU, YO
8 PACCMampuBaemMuvix YCao6Usx CYEeHapuu ¢ COYUAIbHbIMU SPYRNAMU NPUBOOam K bojee
bvicmpotl 26axkyayuu (crudicenue obue2o epemenu cocmasuio oxono 38%). Taxoce npu
2PYNNOBOI I6aKYayUll HauboIbULee NPEUMYWECme0 NOYYAIOM YA36UMble A2eHMbl, 8 PAC-
cmampueaemom ciyyae — noxcunvie. OnmumanrbHoe 4ucio audepos cocmasinsem 4—6:
Oanvheliuiee yeeruieHue ux Koauyecmea He oaem Cmamucmuyeck 3HAYUMbIX Viyyuie-
Huil. Tlo umoeam 3KCHepUMenmos 3aghUKCUPOBAHO CHUMCEHUE KOAUYECmEd CTOIKHOge-
HUU U MEeHbUUIL YPOBEHb NAHUKU NPU MAKOM ducie audepog. Tlonyuennvle pesynvmamol
0eMoHCmMPUpPYION NPAKMUYEeCKy10 npumeHumocms nooxooa MAPPO « 3adauam ananuza
npoYeccos I8AKYAYUU 8 PEATUCUYHBIX YCIOBUSAX.

Knroueevie cnosa: muocoazenmuas mooenv, 38aKyayus, oOyueHue ¢ HOOKPenieHUeM,
MAPPO, coyuanvhuvle epynnwl, Nanuka, 2uOpUOHoe RPOCMPAHCMEo Oelicmeull, TUoepno-
credosamelnb, 603pACMHbLE KAMe20pUll, OUHAMUYECKAs cpedd
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Beenenne. OnHol U3 INIAaBHBIX 3a1a4 B o0ecreyeHUH Oe30MMaCHOCTH
HaceJICHUs SIBJISIETCS. ONepaTUBHAsl U CBOEBPEMEHHAs SBaKyallus JIFOJEH U3
3JaHAHA TIPY BO3HMKHOBEHWU YPE3BBIYANHBIX CUTyalnuil. BakHbIM acnek-
TOM TIOArOTOBKHM MOMENIEHUN K TaKUM CUTyalUsM BBICTYIIA€T MaTeMaTu-
YEeCKOE MOJIEJIMPOBaHHUE MPOILIECCOB 3BAKyallMl B pa3HbIX yciaoBUAX. OHO
II03BOJIIET AHAJIM3UPOBAaTh BO3MOXKHBIE CLIEHAPUM IOBEICHMSI JIFOLEH BO
BpeMsl aBapuil, ONpenesaTh NPEAEIbHO JTOMYyCTUMOE KOJIMYECTBO HAaXO/s-
IIMXCS B MOMEIIEHUHU JIOICH, pacCUUTHIBATh BpeMs, HEOOXOAuMoe MAJis
MIOJIHOM 3BaKyalllu, a TAK)Ke YUYUTHIBATh APyTre 3HAYMMbIe mapameTpsl. B
CBSI3M C 3TUM BONPOCAaM MOJEIHMPOBAHMS 3BAKYallMH IOCBSILEHO MHOXeE-
CTBO HAyYHBIX HCCJICIOBAHUN U HOPMATHUBHBIX JOKyMEHTOB B Pa3JIMYHBIX
CTpaHax MHpa.

O0630p myOMMKaNMiA TMOKa3bIBa€T pazHooOpa3ue MOAXO0A0B K MOJEIIHU-
POBaHMIO 3BaKyallMu. ATeHTHO-OPHEHTUPOBaHHbIe Mojenu [1-2] dokycu-
PYIOTCSl HA MHIUBHUIYaJbHOM U TPYIIIOBOM MOBEJACHUH, YUUTHIBAs KOTHH-
TUBHBIE U COLMAJIbHBIE ACHEKThl: HAPUMEP, SMOLMOHAIbHBIE U pPaLUO-
HaJbHbIE TUIIBI areHTOB. OHAKO BO3MOXKHOCTH aJalTalluy 3TUX MOJIeleH
K M3MEHSIOUIMMCS YCIOBHSAM U yueTy (U3NYECKUX XapaKTEPUCTUK arcH-
TOB 4acTo orpaHudeHbl. HelipocereBbie MOAXOAbI, HAIPUMEp, CaMOOpra-
Husyomuecss kaptel KoxoHeHa [3], mpeackas3blBalOT MapLIPyThl 3BaKya-
LMY, HO HE pearupyroT Ha JUHAMUYECKUEe U3MEeHeHUs cpeabl. ['eonndop-
MallMOHHBIE CUCTEMBI [4] BU3yaIU3UPYIOT ONTUMAJIbHBIE IyTH 3BaKyarluu
C yueToM UHGPACTPYKTYpPbl, HO UTHOPUPYIOT UHIUBUIYaJIbHOE ITOBEICHNE
B YCJIOBUAX IUIOTHOM TOMNMbI. HTENIEeKTyalbHbIE CUCTEMbI OMOBEILIECHUS
[5] u mporHo3upoBanus [6] mpeasiaraloT pemeHus ISl YIPaBICHUS TOTO-
KaMH C YYETOM HMHAMBUIYAJIbHBIX XapAaKTEPUCTHUK, HO OTPAHUYUBAIOTCS
CTaTUYECKUMH CLICHAPUSAMHU U HE MOJEIIUPYIOT CIIOKHOE MOBE/ICHUE areH-
TOB.

B [7-9] npennoxeHbl MHOTOAreHTHbIE MOJEIU 3IBAKyallUd C y4ETOM
(DU3UYECKUX CTOIKHOBEHHWW W CIIO)KHOW TeoMeTpuH momenieHuil. B [§]
MHTETPUPYETCS MOJIEIMPOBAHKE TOYKapa U IBAKyallUU C MCIIOJIb30BaHUEM
MOJIETIM YaCTUYHO YIPYroro yzaapa, B [9] akueHTUpyeTcs BHUMaHUE Ha
CIIOHTAHHOM 3BaKyally U LI€JICHANPaBICHHOM OBEJCHUH areHTOB, TaKuX,
HarnpuMep, Kak 00ron. OHaKo B 3THX paboTax HE YUYUTHIBAIOTCS BO3MOXK-
Hble (HU3MUECKHE pa3IMyUsl areHTOB, COIMAJbHBIC B3aUMOJACHCTBHS W
BIMAHME MAHUKW Ha ux noseaeHue. B [10] na ocHoBanun metoguk MUC
Poccun yuuThIBatOTCSl BO3pacTHBIE TPYMIBI U UX (PU3MYECKUE XapaKTepH-
CTUKU. MoJenb BKJIIOYAeT MEXaHH3M OXKHJIaHUS areHTaMu CBOOOTHOTO
IPOCTPAHCTBA MPU 3aTOPax, 4YTO IMOBBIIIAET OPraHW30BAaHHOCTH HIBaKya-
nuu. Tem He MeHee, UCCIIeI0BaHNE TAKKE HE pacCMAaTPUBAET BIUSHUE Ta-
HUKHU U COLMAJIbHBIX CBSI3EH.

3HAaYUTETBHBIA MPOTPECC B MOACTUPOBAHUH HBAKyallMd ObUT JTOCTUT-
HYT C IPUMEHEHHEM IiTyOokoro oOydyenust ¢ nojakperuienueMm (DRL, Deep
Reinforcement Learning). Pa6otsl [11-13] ucnons3yror DRL mist ontumu-
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3allMM MyTeH dBaKyallid B peajbHOM BPEMEHH, MPEICTABIAS OMEIICHUS
Kak rpadsl ¥ nporuo3upys 3atopsl. Hanpumep, B [11] Tpancdepnoe oby-
YEHHE COKpAIaeT BpeMsi TPEHUPOBKHU, HO MOJIENIb HE YUUTHIBAET CTOJIKHO-
BeHMs U MaHUKy. B [13] areHTsl ONTUMHU3UPYIOT BEIOOP BBIXOIOB C YYETOM
UX MPOIYCKHOM CIIOCOOHOCTH, HO MPEICTaBICHHbIE MOJAEIN HE YUUThHIBA-
10T COLMalIbHBIE TPyNIbl U pusnyeckue paznuuus. B uccnenosanuu [14]
IBaKyalusi MOJCIUPYETCS C YUETOM IICUXOJIOTHnYecKUX (hakTopoB, BO3pac-
Ta 1 MOOMIIBHOCTH areHTOB. [IpuBoautTcs uHpopmaius o TouHOCTH §87%
IIPU CPAaBHEHHMHU C peabHbIMU JaHHbIMU. OJIHAKO JaHHAs MOZENb HE Mac-
mrabupyercs Ha 0osee cIoXKHbIe oMeIeH!sl. MHOroareHTHoe o0yueHue
¢ nmoakperuieanem (MARL, Multi Agent Reinforcement Learning) [15]
1o3BoJssieT 3(p(PEeKTUBHO YNPaBIsATh MOTOKAMHU B YCIOBHUAX KOHKYPEHIMH
3a y3KHM€ MapuIpyThl, HO 3/1€Ch HAOJIOaeTCsl OUlyTHMAas OTEPs IPOU3BO-
JUTEIIBHOCTM ~ IPU  BBICOKOM  IUIOTHOCTH  areHTtoB.  Jluzep-
OpUEHTHpPOBaHHBIE Monenu [16] Ha OCHOBE alNropuTMa ONTHMHU3AINH
npokcumanbHoi nonutuku (PPO, Proximal Policy Optimization) yckopsi-
10T HBaKyallMio 3a CYET MCIIOJIb30BaHUS KOOPJAMHALMU areHTOB, HO yIpO-
LIAI0T IIPU ATOM HX IOBEIECHYECKHE acleKThl. Mepapxuueckue Monenu
[17] obecnieunBarOT MHOIOYpPOBHEBOE YIIpaBJI€HHE, HO TpPeOyIOT 3HA4Yu-
TENbHBIX BBIUUCINUTENBHBIX pecypcoB. Ilogxonst DRL 1 MARL npencras-
JISIFOTCSL JOCTATOYHO THOKUMHU, HO PEAKO YUUTHIBAIOT MMAHUKY, (PU3HUECKUE
CTOJIKHOBEHMSI U TPYNIIOBYIO INHAMUKY .

Takum 00pa3om, paccMOTpeHHbIE PaOOTHI UMEIOT CIEAYIOLIUE Orpa-
HUYEHMSI: CTATUYHOCTh CPENIbl, ITHOPUPOBAHNE WHAVBUAYAJIbHBIX Xapak-
TEPUCTUK, CTOJIKHOBEHHHM M COLMAIBHOTO B3aUMOJEHCTBUS, HEOCTATOY-
Has aJaNTHUBHOCTb K CIJIOKHBIM IOMELIEHUSM C MHOXXECTBOM BBIXOJOB.
OTu 00CTOATENBCTBA 00YCIABINBAIOT AKTYaIbHOCTh Pa3pabOTKHU U pa3BU-
THUSI HOBBIX INOJIXOJIOB, CIIOCOOHBIX MAacIITaOMpOBaThCA U aJlallTUPOBAThCSA
K PEaJIbHBIM CLICHAPHSIM.

3amaveil maHHOW palOoTHI SABISETCS pa3padOTKa TaKOW MHOTOAreHTHON
MOJIENIH, KOTOpasi MO3BOJSET MPU MOJCIMPOBAHMU 3BaKyallMM JIIONEH U3
IIOMEILEHUH yUYNTHIBATh:

Hanuure areHToB Tpex BO3pACTHBIX KATETOPHH C Pa3MTUYHBIMU (U3H-
YECKUMH XapaKTEePUCTHKaMH (CKOPOCTb, MAaHEBPEHHOCTb, PaJNyC MPOEK-
LIUN).

VYpoBeHb AaHUKU U €€ BIUSHUE Ha JIBUKEHUE.

ConmanbHble  B3aUMOJEHCTBUSL B paMKax TIpymn  <JIAAEp-
HIOCTIE/IOBATEIIbY.

Hanunune HeCKOIbKUX BBIXOI0B, OTKPBIBAIOIINXCS B Pa3HOE BpEMS.

B pabote yaeneHo BHUMaHHE MCIIOIb30BAHUIO THOPUIHOTO MIPOCTPaH-
CTBa JIEMCTBMM, BKIIOYAIOLIETO JUCKPETHBIN BBIOOp JEHCTBUS M HEMpe-
pbIBHOE JBIDKeHHE. PaboTa 00yueHHON MOAEIN CpaBHMBAETCS B CIIydasx
OJJMHOYHOM 3BaKyalliy U 3BaKyallud B COLUAIbHBIX IPyNIax ¢ pa3indHbIM
YHCIIOM JINCPOB.
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Hcnoab3yemble Momes i M ajaroputmsl. Anroputv Multi-Agent
Proximal Policy Optimization (MAPPO) — 5310 anroputm oOyueHHs C
nojkperuieHueM, aaantupyrommii Proximal Policy Optimization (PPO)
[18] myist MHOTOAreHTHBIX cucteM. Mcmonp3yeTcs mapagurMa eHTpain30-
BaHHOTO OOyueHus ¢ neneHtpanuzoBanHbiM ucnodHeHueM (CTDE, Cen-
tralized Training with Decentralized Execution), rae areHTsl 00y4aroTcs ¢
JIOCTYTIOM K T7100ainbHOM HH(OpMAIK, HO ACHCTBYIOT HE3aBUCUMO, T10J1a-
rasichb TOJILKO Ha JIOKaJibHbIe HaOmoneHus [19].

B MAPPO kaxnaplii areHT uMeeT COOCTBEHHYIO TOJTUTHKY Ty (&1s),

rae S, — JIOKaJbHOE HaOmozneHue, a &; — Jeiicteue. Bo Bpems oOyueHus
ucrosp3yercs oomas GyHKus neHHoctu V (s) , OLICHMBAIOLIAsA OXKHUJae-

MYI0 COBOKYIIHYIO Harpany Juisl mio0ajabHOro coctosiHus S. OOHOBIEHME
MOJIMTUKK OCHOBAaHO HAa 0OPE3aHHOM CyppOraTHOM IIeIu:

L*°(8) = B| min(r(6)A, clip(r(@).1- 2.1+ 2) A ) |

e
0.) = T, (at|st)
L(0)=—""7-7,
TCyota (at|st)
— OTHOLIEHHWE BEPOSITHOCTEN TEKYIEH M CTAPON MONUTHKH, A — OleH-

Ka MpeuMyIlecTBa, BluuciaeHHas ¢ nomoinsio Generalized Advantage Es-
timation (GAE), a & — xoaddunment orceuenus. Koapdumnmenr orce-
YEeHUS ONpEAEIsieT CTeNeHb M3MEHEHHUS MOJUTUKU 332 OTHO OOHOBJIEHHE:
MEHbBIIINE 3HAYCHHS JIeNaloT OOHOBIEHHE OoJjiee KOHCEPBAaTHUBHBIM,
IpeNoTBpaIias pe3Kue M3MEHEHHUs, KOTOpPbIE MOTYT JAeCTaOMIN3upOBaTh
oOyueHue.

3uauenne GAE (A ) BbIMHCISETCS Kak B3BENIEHHAs CyMMa BPEMEH-

HBIX Pa3HOCTEHU:

A= Zio(y}”)l Oy, O =hL+YV (St+1)_v (St)7

rae O, — BpEeMEeHHas pa3sHoOCTh, I, — Harpaga, Y — ko3dduuuent auc-
KOHTUPOBaHUS, a A — TMapaMeTp CIIaXUBAaHUSA, KOTOPBIM OajaHCHpyeT
MexXy cMenieHreM u aucnepceueit oueHku [18]. Ouenka GAE no3Bosnsier
0ojiee TOYHO OLIEHUBATh MPEUMYIIECTBO, YYUTHIBASL JOJTOCPOYHBIE TO-
CJIEJICTBHS IEUCTBUM.

Jlna monaepxaHusl UCCIeI0BaHUS 100aBIsSETCsS YHTPONMUMHBIN OOHYC,
KOTOPBI TIOOMIPSIET pa3zHOOOpa3we ACUCTBHNA. DHTPOMHS MOJUTHUKU

H (nei ) nobaBisieTcs K 1iesieBoil GpyHkiwn ¢ kodddunmentom 3 :
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Lo (g,) = BE[H (m,, (15 ))} ,
rae

H (nei ) = —Zanei (als; )log u (als,)

— 11 qUcKpeTHbIX JeiictBuid. Koaddunuent f perynaupyer creneHb uc-

CIIeI0BaHus: OONbLINE 3HAYEHHUS yCHIIMBAIOT CIIYYalHOCTh JEHCTBUMN, 9TO
OJIE3HO HA PAHHUX CTAAUSAX O0YUEHHsI, HO MOKET 3aMEUTUTh CXOAUMOCTh
HA MO3/HKX JTalax.

®yHKIMA MOTEPh KPUTUKA MHUHHUMHU3MPYET CPEIHEKBAIPATHUHYIO
omuOKy MEXKIy HpeICKa3aHHOM LEHHOCTBIO V (S) M (aKTHYeCKHM BO3-

BpatoM R :

e[y (s)-R) ]
e

T
Rt = Zk:tyk trk

— TUCKOHTHPOBAHHBIN BO3Bpar. OTa (PyHKLHUS MO3BOJSET KPUTUKY OLICHU-
BaTh LIEHHOCTb COCTOSTHUS, YTO YJIy4IIaeT CTaOMIbHOCTh 00y4eHHUs TOIH-
TUKU.

B [19] MAPPO 06511 ipoTeCTHpOBaH B Cpeliax KOOMEPAaTUBHBIX MHO-
TOareHTHbIX WIp, TJ€ areHTHl, NMPEICTABICHHBIE TOYKAMHU B JIBYMEPHOM
NPOCTPAHCTBE, JOJDKHBI JOCTUraTh IeNel, u30eras CTOJIKHOBEHUH, UYTO
HAllOMUHAET MEIIEXOJHYI0 JMHAMUKY. bbUlo MOKa3aHO, YTO MPOU3BOAM-
TeabHOCTE ¢ MAPPO nyume, yem ¢ off-policy anroputmamu. 3toT ajnro-
put™ Oonee 3(h(heKTUBEH B KOOPAMHAIINH JIEHCTBHII MHOXKECTBA areHTOB B
YCIIOBUSX TUHAMUYECKUX B3aUMOJICHCTBHIA.

B [20] MAPPO 6511 ucrnionb3oBaH i yayuiienus anroputma ORCA
(Optimal Reciprocal Collision Avoidance) ajis aBTOHOMHBIX MOOMJIBHBIX
po6oTOB, paboTaromux B Toime. MeTos mo3Boiawi1 o0y4aTs poOOTOB HpH-
HUMAaTh ONTUMAIBHYIO CKOPOCTh M30ETaHHUs MO OTHOLIECHUIO K Ka)XIOMYy
YeJIOBEKY B TOJINE, OLIEHUBAs BIUSHUE 3TUX CKOPOCTEH HAa UTOTOBYIO Tpa-
extoputo. CUMyIALKA MOKa3aia, YTo METO Moka3an 0oyiee BHICOKHI ypo-
BEHb YCIIEUIHOW HaBUTallMM MO cpaBHEHUIO ¢ 0a30BbiIM ORCA, mpu sToM
COXpaHss BpeMs BBINOJIHEHMs. Pe3ynapraT MpoAeMOHCTPHPOBAN CHOCO0-
HocTh MAPPO ycnemHo paboraTh B IHHAMUYECKUX CPENAX.

B [21] 6p1a npeqoxena mogudukanus anroputMa MAPPO — MAP-
PO-PIS (Multi-Agent Proximal Policy Optimization with Prior Intent
Sharing) nns ympaBiieHuss aBTOHOMHBIMH TPaHCIIOPTHBIMH CPEICTBAMHU.
MogenupoBanach 3ajja4ya IPUHATHS PELICHUN B CIIOKHBIX CLIEHAPUSIX CIIH-
SITHUSI TPAHCTIOPTHBIX MOTOKOB C TPAHCIIOPTHBIMH CPEICTBAMU PA3IUYHBIX
TUIOB C Pa3jIMYHbIMM CTWIAMU BOXAeHHUA. [IpennokeHHass Monenb uc-
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MOJIb3YET MOJYJIM T€HEpallud HAMEPEHUI U MOAYJb MOBbIIIeHUs1 Oe3omnac-
HOCTHU. Pe3ynprarhl NOKa3aiu 3HaYUTEIbHOE YIyulleHue 0€30MacHOCTH MO
CPaBHEHMIO C APYTMMHU MHOTOAreHTHBIMH aJrOpUTMaMu OOy4eHHUs C MOA-
kperienneM (MARL). Cnenan BeiBoa, uto MAPPO noaxoaut s obpa-
OOTKM IeTepOreHHbIX areHTOB C Pa3HBIMU MOBEIEHUYECKUMHU XapaKTepH-
CTHKaMH.

B [22] mnpemmaraercs momudukanus AM-MAPPO (Action-Mask
Multi-Agent Proximal Policy Optimization) ass pemeHus 3a1a4u CIUsSHUS
OECIMIIOTHBIX TPAHCIIOPTHBIX CPEACTB Ha BbE3AHBIX pammax. beuio pac-
CMOTPEHO HCIIOIb30BaHNE THOPHUIHOTO MPOCTPAHCTBA JICHCTBUM, T€ KOM-
OMHUPYIOTCSI ITUCKPETHBIE pelieHHs (BBIOOp IMOJOCHI) U HENpEepHIBHBIC
neicTBus (peryaupoBka ckopoctu). [IpogeMoHcTpupoBaHa yCTOHYMBOCTD
aJIropuTMa K HECTallMOHAPHOCTHU CPE/bl, & PE3YJIbTAThl IPEB30LUIN JPyTHe
anroputMbl MARL B CIIOKHBIX CLIEHApUAX CIUSHUSA.

[TonpITOXKMBaAsE CKa3aHHOE, OTMETUM, YTO aJIrOpUTM Ha ocHOBe MAP-
PO BbIOpan 111 pemieHus MOCTaBICHHON 3aaull MO CIECAYIOIUM MPHYH-
HaM. Bo-mepBbIX, OH 3QQeKTUBHO MacmTaOupyeTcss Ha OOJbIIOE YHUCIIO
areHToB [19]. Bo-Bropsix, CTDE no3BossieT yuuTsiBaTh r100ajgbHbIe B3a-
UMOJICHCTBUS (HallpUMep, CTOJIKHOBEHHUS WM IPYHIOBYI0 KOOPAMHALIUIO)
npu OOy4YeHHH, COXpaHssl NELEHTPAIU30BAHHOE HCIIOJHEHUE, COOTBET-
CTBYIOILIEE peajbHbIM CIIEHAPUSM, I7l€ areHThl HE UMEIOT IOJHOTO J0CTY-
na K coctosiHuto cpenpl. B-tperbux, MAPPO crabunbHO 00ydaer retepo-
TeHHbIE TMOJUTHKHU, YTO IMOJIXOIUT JUIsl areHTOB C Pa3jIMYHBIMHU THIIAMH
(moapocCTKH, B3pOCible, MOKUIIbIE B HAlleM ciydae) U THOPUIHBIM Ipo-
CTPaHCTBOM JEMCTBUI (IUCKPETHBINH BBIOOP BBIXO/A M HEMPEPHIBHOE JIBU-
KeHue B HameM ciydae). Hakonen, ycroitunBocts MAPPO k Hecranuo-
HapHOCTU MHOTOAr€HTHBIX CPEeJ AaeT eMy IPEUMYIIECTBO Mepesl IpyruMHU
anroputMamu, Takumu kak MADDPG [23], B 3a1aqax ¢ TMHAMHUYECKUMHA
B3anMoiecTBUsIMHE [19].

Paseurass maremarudeckass Monenab. [Ipemmaraemass maremarude-
CKasi MOJIEJIb BKJIFOYAET aKTOPCKYI0 U KpUTHYECKyo ceTd. [IpocTpaHcTBO
JeicTBUM THOPUAHOE: TUCKPETHBI KOMIIOHEHT ONpEeisieT BhIOOp BBIXO-
Jla, HENIPEPBIBHBIN — BEKTOP JBWIKEHUS B JBYMEPHOM NpOCTpaHcTBe. Ta-
KOW TOAXOJ TO3BOJSET PEAINCTUYHO OTPAa3UTh PEAMU DBaKyalluH, TIe
areHThl IPUHUMAIOT CTpaTEerHYecKue peleHus O LelH (MOAXOAIIEM BbI-
XOJIe) U TAKTUYECKH MaHEBpUPYIOT B Toimne. IlogoOHble rudpuaHble npo-
CTpaHCTBa JEHCTBHUI MOKa3anu cBOr 3((EeKTUBHOCTh B 3ajayax C uepap-
XUYECKUM YTIpaBICHUEM [24].

AKTOpCKasi ceTh NPUHUMAET BEKTOp HaOMOIeHHWH (IOJN0KEHHEe, CKO-
pOCTh, THIl areHTa, ypoBeHb MAaHUKHU, UH(popManus o Beixogax). OHa co-
CTOMUT U3 ABYX CKPBITBHIX CIIO€B MO 256 HelipoHoB ¢ aktuBanueid ReLU u
dropout-ciossMmu (BepoSITHOCTh OTKJIIOUeHHsT P =0,2), KOTOpBIE TPEnoT-

BpallaoT nepeoOydeHrne MOJENIM NPU BBICOKOM pasMEpHOCTH JAHHBIX U
BapUATUBHOCTH CIICHAPHEB, yTy4lliasi 00001aroNIyo criocoOHOCTh [25-26].
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Beixon nmenurtcs Ha ABE «rOJOBBD» — JUCKPETHYK) M HENPEPBHIBHYIO.
JluckpeTHast Beiaet Joruthl |, muist BerGopa Bbixoza K :

|, =W,h+b,,

rac h — BBIXOJ MMOCJICAHETO CKPBITOTO CJI04, Wd n bd — B€Ca U CMCIIC-

Hue. Jlorutsl npeoOpasyroTcs B BEpPOATHOCTU depe3 softmax — yHkiuro,
KOTOpasi HOPMaJIM3yeT BXOJHBIE 3HAUEHUS B BEPOSTHOCTHOE paclpesese-
HUeE, I7le CyMMa BCEX BEPOATHOCTEN paBHa 1:

exp(ly) .
ZjeXp(IJ)

HerepLIBHaSI «roJioBa» BbIAACT CPCAHEC U U norapmbM CTaHAapTHO-

ﬂ-disc (le) =

T'O OTKJIOHCHHA IOgU rayCCOBCKOI'0 pacHpCACJICHUA BCKTOPa ABUKCHUSA

(vx,vy):
u=Wh+b, logoc=W_h+b_,

rne W_,b,,W_,b_ — oGyuaemsble mapameTpsl.
HeiictBue @, =(Vx,vy) comrumupyercst u3 pacupeneieaust N(u,0),

npuaem 0§ o orpanmueno muamasonom [-2,0;2,0] mis koHTpOmIS Juc-

TIEPCHH.
CeTb KpUTHKA OLICHUBAET LIEHHOCTh COCTOSIHUS, UMEET aHAJIOTUYHYIO
apxuTeKTypy 6e3 dropout-cioeB M OIMH BBIXOHOMN Heipon s V (s).

Ontumu3zaius npoBoauTcs depe3 Adam — aJanTUBHBINA alTOPUTM T'paju-
€HTHOIO0 CIyCKa, KOTOPBIM HCIOJb3yET MOMEHTHBIE OLICHKHM MEPBOTO U
BTOPOTO HOPSAKA /1711 YCKOPEHUS CXOAUMOCTH U CTa0UIBHOIO OOHOBIICHUS

BecoB. CkopocTh  OOydeHHs — aKTopa O, =5x10°,  kpurthka

O =1x107. Bomee BBICOKAs CKOPOCTH OOyYeHHs KPHTHKA TO3BOINSET

critic
eMy OBICTpee aJanTUpOBaThCS K U3MEHEHUSM Harpaj, 4To yiaydllaeT cTa-
OWIBHOCTH O0yueHUs MouTUKY [18].

Obyuenue modenu. OOydeHNE MOJICIN TIPOUCXOIUT Kak cepust 50 amu-
30/10B, CUMYJIMPYIOLINX 3BAKyaIlHIO J0 €€ 3aBEPLICHUS WM JOCTHKCHHUS
5000 maroB. Ilpumensiercss mpuHiun curriculum learning [27]: uucno
areHTOB HayMHAeT JMHENHO yBennunBaThes ¢ 20 no 50 Hauunas ¢ 25 >nu-
30/1a. DTO MO3BOJSET CHaYajda OCBOMTH MPOCThIE CIIEHAPUHU C MAJIbIM YHUC-
JIOM B3aWMOJICHCTBUH, IJIe OCHOBHAS II€]b areHTa — MJTH K BBIXONY, a 3a-
TEeM MaciTabupoBaThCs 10 Oojiee CIOXKHBIX CIIEHAPHEB C BBICOKOM CKY-
YEeHHOCTHIO areHTOB W 0oJiee TOHKUMHU B3aUMOJICHCTBUSMHU arcHTOB. Ta-
KO MOJIX0]T YCKOpsieT 00y4YeHHE U MOBBIIIAeT 0000IIAOIYI0 CTIOCOOHOCTh
mozaenu [27]. [IpeaycMOTpeHO HECKOJIBKO THUIIOB areHTOB, KOTOPHIE pa3iu-
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YaroTCs CKOPOCTHIO, MAHEBPEHHOCTHIO M PAaIUyCOM IMPOEKIUH (Tabiauia
1). B smm3omax CUMYNSIMU UCHONb3yeTcs (DUKCUPOBAaHHAS MPOMOPIUS
BO3pacTHOTO cocraBa areHToB: 30% mompoctkoB, 50% B3pocibix, 20%
TIOXKUITBIX.

Tabnuya 1
XapaKTepUCTHKH aT€HTOB M0 HX THIIAM

Tum arenta | CkopocTs (M/c) ManeBpeHHOCTh Pannyc npoek-
1y (M)
[TogpocTok 1,5 1,0 0.2
B3pocabii 1,2 0.8 0.23
Iloxumoi 0,8 0,7 0.23

B ciydae ¢ conuanbHBIMU TPyNIIAMH YHCIIO JIUJCPOB B KAXKIOM SITHU-
30/1¢ BapbUPYETCs CIydyailHO OT JBYX /10 IOJIOBHHBI KOJMYECTBA areHTOB.
[Tpu sTOM nHMIEepaMu MOTYT OBITH TOJNBKO B3pocible. CiaydaiiHblid BEIOOD
qucia JUACPOB B KaKIOM 3IHU307€ MO3BOJIAET MOBBICUTH 00OOIIAOLIYIO
CHOCOOHOCTH MOJIEIIH.

Tpaekropun coxpanstorcs B Oydep miass MAPPO, oGHoBieHHE ceTei
npoBoAuTcs ¢ MuHU-OaTuamu 1o 1024 mepexoma 3a 20 smox. DyHKIHS
IIOTEpPh BKJIIOUACT 0OpE3aHHYIO CYyppOraTHYIO 11€jb, SHTPONUNHBIN OOHYC
¢ xkoappummentom P=0,02, u GAE ¢ A=0,95. ITapamerp A B GAE

omnpenenseT 0agaHC MEXAy KPaTKOCPOUYHBIMM U JIOJITOCPOYHBIMHU OLIEHKA-
MU TpeuMyIinecTa: 3HaueHue 0,95 nmemaer omeHKy Oojiee YCTOMYHMBOM K
mrymy B Harpanax [18]. I'paguentsr kputuka oodpesarorces 10 Hopmel 0,5, a
BO3BpaThl HOPMAIU3YIOTCS MO CTaHJIAPTHOMY OTKJIOHEHHIO Ui CTaOWIIH-
3auMu 00y4eHHUs Npu BapuaTuBHBIX Harpajax [18]. CranmaptHoe oTKIIO-
HEHHE HEMpPEepBIBHBIX JIEHCTBUN yMEHBIIAETCS SKCIOHEHIMAaIbHO, 0bec-
nevnBasi IEPexXoj] OT aKTUBHOTO MCCIIEIOBAHUS K TOYHBIM JIBUKEHUSM, UTO
MOJ/IJIEp’KUBACTCA MTPAaKTUKAMM yIipaBieHus uccienosanremM B RL [28-29].
Banupauust mpoBOAMTCS KaxKable 5 SMHM30/I0B, OIICHUBAs BPEMs HBaKya-
IIUH, TAHUKY ¥ CTOJTKHOBEHUSI.

Ilpasuna nosedenusi azenmos. B xauecTBe cpeibl BBICTyHAaeT MOMeE-
mieare 15x20 M ¢ TpeMs BhIXOAAMHM IIMPUHOMN 1,5, OAWH U3 BBIXOJIOB OT-
KPBIT M3HAYAJIBHO, a OCTaJbHbIE OTKPBHIBAIOTCS ¢ MHTepBajoM 6 cek. Ilo-
nydenHast mwiomans 300 M° XapaKTepHa IS PA3ITHYHBIX OOIIECTBEHHBIX
MIOMEIICHHUH, TaKuX KaK KOH(EPEHII-3aJIbl, O()UCHBIC MOMEICHHUs, yUueo-
HbIE ayJIMTOPUH, PECTOPaHbI WU TOoproBeie 3aibl. CornacHo [30], mis mo-
MEIIEeHN ¢ OJJHOBPEMEHHBIM NpeObiBaHneM Oosee 50 yemoBek Tpedyercs
HE MEHee JBYX BBIXOIOB, a MHHHMAJIbHAasl IIMPHHA 3BAKyal[MOHHOTO BbI-
XO/1a TIpH NPeOBbIBAaHUM B TTOMEIIeHUH Oosiee 15 dyenoBek MoKHA ObITh HE
MeHbIe 1,2 M. ATEHTHl pa3MeENIaloTCs B CPeAe CIydaiHO, MPU ATOM B
CIIEHAPUAX C COLUAIBHBIMU TPYIIIIAMH JUACPHI PacloiaraloTCs NEPBHIMH,
a ToceIoBaTeNu — BOKPYT HUX, 00pasys kiactepsl (puc. 1).
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Puc. 1. Busyanuzaius cpensl ¢ 40 areHTaMu U 4 TuaepaMu

Mogens mpeaycMaTpuBaeT BIMSHUE IAHUKM Ha MaHEBPEHHOCTh
areHTOB, €€ POCT 3aBUCHT OT OJIM30CTH JPYTHX areHTOB U PACCTOSHHS 10
Bbixoza [31], mpu 3TOM B CONMANBHBIX TPYMIax MaHUKA PacTeT MEUICH-
Hee [32]. Boicokuii ypoBeHb NMaHWKU CHMKAET MaHEBPEHHOCTh arcHTOB
[33].

BaxHol1 0COOEHHOCTBIO JIOTHKH COIMAJIBHBIX TPYIIIT B MOJIEIHU SIBIIS-
eTcs MOoJTy4YeHUe MOKUIBIMU areHTaMu OoHyca Kk ckopoctu 50% mpu cie-
JIOBaHUM 3a JuaepoM. Takas 0COOEHHOCTH CBsi3aHa C MPEATIONIOKEHHEM O
CHOCOOHOCTH JIHJiepa yNpaBiiATh CKOPOCTbIO ar€HTOB, B YaCTHOCTH IIOMO-
raTb ysS3BHMBIM YYaCTHHKaM JIBWKEHHUS. Takoe MpeAroyoKeHHe MO-
TBEP)KIACTCS SIKCIIEPUMEHTAMH, IPOBEICHHBIMU B [32].

ATEHTBI y3HAIOT O BBIXOZAX B paguyce S5 M, JHIEpbl — HE3aBUCUMO
OT PacCTOSIHUS, BCE areHThI IepeiatoT HHPOPMALIUIO COCeIIM B pauyce 2
M. B rpynmnax nuaep BeIOMpaeT BBIXOJ 1O CPETHEMY PACCTOSHUIO VIS T10-
ciiefioBaTelNiel, HO areHThl (KpoMe MOXKWJIbIX) MOTYT BbIOpaTh Oivke pac-
MOJIOKEHHBIN BBIX0Jl. OIMHOYHBIE areHThl BBHIOMPAIOT ONMKAWIINN BbI-
xo7. Y BBIXOJOB (paauyc 3 M) akTUBUPYETCS OUepe]b: areHThl COPTUPY-
IOTCS TI0 PACCTOSTHHIO, CKOPOCTh KOPPEKTHPYETCS, KEIAEMOEe PacCTOSHUE
— 0,75 M g1 moxkuneiX, 0,5 M I OCTaJIbHBIX.

Cucmema Haepao. Cuctema Harpaj B MOJACIHU COCTOUT U3 CIIEIYIO-
LIMX KOMITOHEHT:

1. 0a3zoBas Harpama: HeOONbIIOW mTpad AN CTUMYJIUPOBAHHS
OBICTPOH PBaKyaIllH;
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2. Harpaza 3a »HBaKyalnuio: OOJbIIOE MOOIIPEHHE areHTOB 3a
YCHENTHYIO 3BaKyalllio ¢ Y4eTOM CKOopocTH 3Bakyanuu (ot 20 1o 30);

3. Harpaza 3a JIBIKEHHE: HeOONbIION mTpad 3a pe3koe U3MEHEHHE
HaIPaBJICHUS WA HETIO/IBIKHOCTD;

4. marpazaa 3a GJM30CTh K BBIXOAY: MOOIIPEHUE JBIKEHHUS K BBIXO-
1y, IPOMIOPIIMOHATIEHO pa3Mepy KOMHATHI;

5. Harpaza 3a CMEHy BbIXOJa: MOOLIPEHHE areHTOB 3a BbIOOp Oosee
OJIM3KOTO UM MEHEE MEPETIOTHEHHOTO BBIX0/1a;

6. rpymnmoBas Harpajaa: HOOHIPEHUE KOOPAWHALUU B TPYIITY, MOTH-
BUpYIOIIEE JIUJCPOB BECTH TOCIIEOBATENICH, a TocIeIoBaTeed — ceno-
BaTh 3a JIUJICPOM;

7. Harpaza 3a IaHUKY: IIPH BBICOKOM YPOBHE IMAHUKH, HO OJIM3KOMY
PACTONIOKEHUIO K BBIXOJY, HAaYUCIACTCA MTpad; B OCTATBHBIX CIydasx
(HU3KUN YPOBEHB MAHUKU U OOJBIIOE PACCTOSIHUE OT BBIXOJIa) HAUUCIISICT-
Ccsl Harpana;

8. Harpaza 3a CKy4eHHOCTH: IITpad 3a HAXOXKJICHUE B MEPEHOTHEH-
HBIX 30HAX WJIHA CTOJKHOBEHUS, 0COOCHHO OJM3U BBIXOJIOB,;

9. mHarpama 3a 3acTpeBaHue: MTpad 3a ATUTENBHOE OTCYTCTBHE
JIBUKCHHSA, 0COOCHHO BOJIM3H BHIX0JA;

10. kosutekTHBHas Harpaja: OOJIBIIOE MOOIIPEHUE 3a YCIEIIHOE 3a-
BEpIIICHUE IBaKyalll BCCMH ar¢HTaMHU.

BorunciaurenbHble YKCIEPUMEHTBI. /|15 00y4ueHus: MOJIETTH U TIPO-
BEJICHUS] BBIUUCIUTENBHBIX SKCIEPUMEHTOB ObUIO pa3paboTaHo Mpo-
rpaMMHOe obecriedeHue Ha s3bike Python. Mcmonb3oBanuch OMOIMOTEKH:
PyTorch nmns peanmuzanuu anropurma MAPPO, NUmMPy mist paGotel ¢
YHCIIOBBIMHM JaHHBIMHU, Pygame ans Busyanuzanuu cumyisuuu. [locre
o0y4deHHus1 MOJIeNb 3alycKaiach Uil HECKOJIBKHUX CIIeHapueB: 0e3 rpynn u
C TpyIIIaMH, T€ YHCIIO JIMIECPOB BAPBUPOBAIOCH OT 2 10 16 ¢ marom 2.
Cumynsiuuu npoBoaUauch 11t 40 areHToB, U KaKJI0ro CLIEHApHs 3aIry-
meHo 1o 50 3MM3070B, U KaXI0TO 3MH30/a U3MEPSIIOCH CpelHee U 00-
iee BpeMs dBAaKyalluy JIJIsl BCEX areHTOB M OTIEIBHO JIISL KaXI0Tr0 THIIA,
3aTeM 3HaYEHUS YCPEIHSIUCH.

Pe3ynbpTaThl BBIYMCIUTETBHBIX JKCHEPUMEHTOB TPEJCTABICHBI Ha
puc. 2.

Kak mokxazano Ha puc. 2, B IIeJIOM B paMKaX paccMaTpUBaeMbIX yCJIO-
BUH 9BaKyallus C COLMATbHBIMU TPYINIaMU MPOXOAUT 3HAUUTEIHHO OBICT-
pee, 4em sBakyarus 0e3 rpynm. [Ipu 3ToM 3Bakyarus ¢ AByMs JHIepaMu
B CpeIHEM IMOTpeOOBaia BPEMEHH MEHBIIIE, YeM JBaKyallus MpH JT000M
JPYTOM CIICHApHUH.

Kak moka3zano Ha puc. 3, HAaNMEHbIIIEe MPEUMYIIECTBO OT IBAKYaI[UU
B COIMAJILHBIX TPyNIaXxX MOJyYHIN CaMble OBICTPBIEC areHThl — TOJIPOCT-
KU, HauOOJIbIIICE — MOXKUIIBIC.
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12 14 16 bes rpynn

Puc. 2. Bpemst 3Bakyanuy B CIIEHapHsIX C Pa3INYHBIM KOJTHIECTBOM JIHECPOB.
ITo BepTHKaMBHOM OCH Ha pUCYHKaX 2 u 3 — o01iee BpeMst dBaKyalnH,
10 TOPU3OHTAIBHOM — KOJIMYECTBO JINAEPOB

25 Tun arenra:
== [ToapocTok

== Bipocisrit

mm [Toxxunoit

2 4 6 8 10 12 14 16 Be3 rpymm

Puc. 3. O6uiee Bpemst IBaKyaluu

[Ipu 5TOM NEeHCTBUTENBHO, NP dBaKyalluu 06e3 rpymi MOKUJIble areH-
TBHI BHOCSIT HAWOOJIBIINIA BKJIAJ] B 00IIee BpeMs 9BaKyalluH, a B CLIEHAPHUIX
C TpyIIaMu IOJIHOE BpeMs WX SBaKyallMH MPEBBIIIAET BPEMS B3POCIBIX
areHTOB HE3HAYUTEIBHO.

OOcy:xaenue pesyabTaTtoB. Hambosblee cpenHeKkBagpaTUYHOE OT-
KJIOHEHHE TIOJHOTO BPEMEHHU 3BaKyalluu HaOlltofaeTcs B CIEHapuu 0e3
Tpynin U ¢ AByMs JujaepamMu. B nepBom citydae Takoil pazdopoc MOkeT 00b-
SICHATBCS 00IIEH HECKOOPAMHUPOBAHHOCTHIO areHTOB, a TaKXKe BIUSHUEM
CIIy4aifHOro pacIojIOKEHUs] AareHTOB TMpU HHHUIMAIU3ALUNA  CPE.Bbl.
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HauGonbiee BausiHIE HA YBETHUEHUE JITUTEIILHOCTH BPEMEHU YBaKyalliH
OKa3bIBAIOT MOXKWJIbIE areHThl (puc. 3), o0najaronire caMoil HU3KOHM CKO-
POCTBIO U MaHEBPEHHOCTHI0. COOTBETCTBEHHO, MPHU CIYYailHOM Pacrioo-
KCHHH areHTOB B CPEJIE OHU MOTYT IMOSIBUTHCS KaK HAa OOJIBIIOM PacCTOs-
HUU OT BBIXOJIOB, TaK M OYCHB OJIHM3KO, YTO BIMSICT HA BpEMSs IBAKyalllH OT
3MU30/1a K MHU30.Y.

[Toxoxkast cUTyarusi ¢ BIMSIHUEM Pa3MEIEHUSI areHTOB B CPEJIC MOXKET
HAOJIOIAThCS TIPU MAJIOM KOJIIMYECTBE JHICPOB, B YACTHOCTHU, MPHU JBYX.
[’pymimbl n3HaYanBHO pacmonararTcs kKiacrepamu (puc. 1), mosTomy yem
MEHBIIIE KOJMYCCTBO JIMJICPOB WIIH TPYTI, TeM OOJIbIIE BEPOSITHOCTH BO3-
HUKHOBEHUS CUTYyAIlMH, TJIC OJJHA U3 TPYII MPH WHUITHATH3AINHA CPEIIbI B
AMH30/I€ PACIIOIOKEHA CHIIBHO OJNVKE I CHIIFHO JAJbIIIe OT BBIXO/A.

[ToMrMO 3TOTO, MOXKHO YBHJIETh, YTO B CLIEHApHIX O€3 TPYII U C JIBY-
Ms TUAepaMy 3HAYUTEIHHO BBIIIE YPOBCHbh AaHUKHU. B mepBOM cirydae 3To
oOyciiaBnuBaeTcsi 001Ield HECKOOPAMHUPOBAHHOCTHIO U 0oJiee OBICTPHIM
POCTOM MaHMKH Yy areHToB 0e3 IpyIil, BO BTOPOM Cllydae IpyMIbl UMEIOT
O4YeHb OOJBIIYIO TUIOTHOCTh, W3-32 KOTOPOW MaHuka pacter. [lo aTum xe
MPUYMHAM B JIAHHBIX CIICHAPHSIX HAONIOMAeTCs] HAanOOJIbIIee YHCIIO CTOJK-
HOBEHMI, XOTS pa3iuyuus HE HACTOJIBKO MAcIITa0HBI [0 CPAaBHEHHUIO C
OCTaJIbHBIMU clieHapusMu. [lokazarenu mpu 3Bakyanuu ¢ 4—16 nuaepamu
OTIIMYAIOTCS HAa YPOBHE MOTPENTHOCTH 32 WCKIIOYCHHUEM CPEIHEKBAJIpa-
TUYHOTO OTKJIOHEHHs OOIIEero BPEMEHH dBaKyalllH B CIieHapuu ¢ 4 Jnje-
pamu, 9TO OOYCIIOBICHO TOM e MPUYMHOM, YTO U B CLIEHAPHH C JIByMS
JIUIepamH.

BroiBoabl 1 pexkomenaaunu. B pabore npemiokeH cnocod MoaeIupo-
BaHHUs IIpollecca 3BaKyanuu Ha ocHoBe anroputMa MAPPO. Ocobenno-
CTBIO MOJICNIN SIBISIETCSI BOBMOXKHOCTh YUYHUTHIBATh TE€TEPOTEHHOCTh areH-
TOB, HAJIMYME HECKOJBKUX BBIXOJIOB, OTKPBIBAIOIIMXCS B Pa3HOE BpeMs,
BIMSIHME TIAaHUKHU Ha JIBIKEHUE areHTOB, HATMYUE COIMAIBHBIX TPYIII BU-
Ja «IHIEP-TIOCIIe0BaTeNby. bbII0 yaeneHo BHUMAaHUE HCIIOIb30BaHUIO
THOPUTHOTO MPOCTPAHCTBA JACUCTBUI IS TTOBBIIICHUS peaanu3Ma MOJICIH.

[TomydeHHbIE pe3yabTaThl TOBOPST O TOM, YTO, COIIACHO MOCTPOSHHOM
MOJIEJH, BaKyalls C COLMAIbHBIMUA TPyNIaMH JaeT 3HAYUTEIbHBIC Tpe-
UMYIIECTBA BO BPEMEHHU dBaKyaIlfu, 0COOSHHO ISl TIOXKIIIBIX areHToB. [1o
pe3yasTataM MOJICITUPOBAHUS, B PAaCCMATPUBAEMBIX YCIIOBUSAX yBEIHUH-
BaTh KOJMYECTBO JIUAECPOB CBbIIIE 4—6 CTAHOBUTCS OECMONIE3HBIM: METPH-
KM M3MEHSIFOTCSl He3HAUuTeNbHO. [Ipu »ToM Hambonee OBICTPO IBaKyanus
MIPOUCXOMIIA C JIByMsI JIMJIEPAMH, HO CTOUT YYHUTHIBATh TOT (PaKT, UYTO
Tpynnbl ObUIM OPTaHW30BaHbl B KJIACTEPhl MPH MHUIIMATU3AIUU CPEIbl, B
peanbHON CUTyallud areHTaM MOXeT MOTpeOoBaTbcs BpeMsi, YTOOBI J10-
OpaThCcsl 10 JHIEpa, MPEXKAEe YeM TPUCTYMATh K JIBUKCHHIO K BBIXOY.
Onu3oAsl ¢ 4—6 nuAepamMu 3aBepIIAINCH B CPEAHEM Ha 2,5 CEKyH] MO3KeE,
OJTHAKO MMEIOT 0oJiee CTaOMIIbHBIE MMOKA3aTeIH YPOBHS MAHUKH, CTOIKHO-
BEHUH, CPEIHEKBAPATUIHOTO OTKIOHCHHS OOIIET0 W CPEIHETr0 BPEMEHU
3BaKyallly, YeM SIU30/Ibl C ABYMS JIHJIEPAMH.
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B pamkax paccMmarpuBaeMbIX YCIOBUHM isi O€30MAaCHOW SBaKyalluu
BCEX areHTOB PEKOMEH]IyEeTCsl Hamuuue 4—6 JIu1epoB, IOMOTAIOIINX CBOUM
MOCJIe0BaTeNsIM J00paThes 10 Bbixona. [Ipu aTom Habmomaercs ymepeH-
HBI YpOBEHb MAaHUKU U CPABHUTEIHHO HEOONBIIOE YHCIO CTOITKHOBEHHIA
B Tporiecce n3deranusi CKy4eHHOCTH.
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Simulation model of information interaction
in a population of agents

© N.V.Belotelov'?, E.A.Budanov?

'Saratov State University, Saratov, 410012, Russia
’FSBI FRC SSC RAS, Saratov, 410028, Russia

The article is devoted to the development of a multi-agent evacuation model that takes
into account the physical characteristics of agents (age categories, speed, maneuverabil-
ity), the level of panic, social interactions in groups of the “leader-follower” type, and
the presence of several evacuation exits opening at a given interval (an interval of 6 sec-
onds was considered). The Multi-Agent Proximal Policy Optimization (MAPPO) algo-
rithm is used to train the behavior of agents. A hybrid action space is used, combining
discrete output selection and continuous motion control. Training is carried out accord-
ing to the curriculum learning principle: with a gradual increase in the number of
agents. This allows agents to adapt to complex scenarios with high crowding and im-
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proves the generalization ability of the model for experiments with different numbers of
agents. The environment is a room of given dimensions (rooms of /5x20 m were consid-
ered) with a given number of exits of a certain width (3 exits of 1.5 m each were consid-
ered). The model includes the logic of disseminating information about exits. Individual
agents learn about new open exits within a radius of 5 m and transmit the signal to their
neighbors. Leaders initially know about all available exits regardless of the distance. A
mechanism is provided for spreading panic depending on the crowding of agents, the
distance to the exit, and the time elapsed since the start of the evacuation. Specific rules
of behavior for social groups are introduced: leaders make strategic decisions, and el-
derly followers receive a speed bonus when following the leader. In the current imple-
mentation, the choice of exit for individual agents is based on the shortest distance from
the agent to it. In social groups, the decision to choose an exit is made by the leader
based on the average distance of all agents. Computational experiments were conducted
for 40 agents in various scenarios: with a different number of leaders (2-16) and without
groups (individual evacuation). The computational experiments showed that under the
considered conditions, scenarios with social groups lead to faster evacuation (the total
time was reduced by about 38%). Also, during group evacuation, vulnerable agents re-
ceive the greatest advantage, in this case, the elderly. The optimal number of leaders is
4-6: further increase in their number does not provide statistically significant improve-
ments. According to the results of the experiments, a decrease in the number of collisions
and a lower level of panic with this number of leaders was recorded. The obtained results
demonstrate the practical applicability of the MAPPO approach to the problems of ana-
lyzing evacuation processes in realistic conditions.

Keywords: multi-agent model, evacuation, reinforcement learning, MAPPO, social
groups, panic, hybrid action space, leader-follower, age categories, dynamic environ-
ment
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