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HccaenoBanne kayecTBa NPOrHO3MPOBAHUS BPEMEHHbIX
Psa0B ¢ moMoubIo peanusanuu moaean AT-LSTM na C++

© T.B. O6nakoga, JI.C. AnekceeB
MI'TY um. H.D. bBaymana, Mocksa, 105005, Poccus

B nacmosweii pabome paccmampusaemcs peanusayus peKyppeHmHoll HeUpoHHou cemu
AT-LSTM (Attention based Long Short Term Memory) na s3vike npocpammupo8anus
C++, paspabomannas ¢ yenvio cOKpawenus spemenu 00yueHus u npamoco xo0d MoOeu.
B cmamve npedcmasnenvt apxumexmypa u npumepvl pabomel OAHHOU Helipocemu, onu-
Canwl N00X00bl K ee 00yyeHuio u oyenKe pe3ynomamos. B xode ucciedosanus oviiu npo-
6edenbl IKCnepumMenmuvl no oyenke npouzgooumenvrocmu Hevpocemu AT-LSTM npu
00yueHUU U NpAMOM X00e 8 cpasHeHuu ¢ peanuzayueli Ha asvike Python. Oyenka npous-
B00UMENLHOCIU BKIIOYANA USMEPEHUe 8peMeny 0OYYeHUs U epeMeHu padombvl cemu npu
O0OUHAKOBOUL ONUHe 8XOOHBIX OAHHBIX, HO PA3HLIX 3HAYEHUAX cunepnapamempos. DKcne-
PUMEHMbL NOKA3ANU BO3MONICHOCHb 3HAYUMENLHO20 COKpAWeHUs epemeHu 00yueHus,
CHUDICEHUSL OUUOKU NPOCHOZUPOBAHUS U COXPAHEHUS 8bICOKO20 KAYeCm8d pe3yibmamos
NpOCHO3a NPU UCNONIL30BAHUYU peanusayuu Ha azvike npozpammuposanus C++. [lna mozo
umoobbl oyeHums npumeHumMocms paccmampusaemoui peanuzayuu AT-LSTM na npaxmu-
Ke, Obll nposeder ananu3 Kauecmea NPOSHO3UPOSAHUS PUHAHCOBbIX BPEMEHHBIX PAO0s. B
Kauecmee 00vexmos ananuza oviau eviopanst Kypewl éantom USD/RUB u EUR/RUB, a
maxoice Kypeol akyuil komnanuti Apple (AAPL) u Microsoft (MSFT). Pesynomamul ana-
U3A NOKA3ANU, YMO NOAYHEHHAs MOOENb GblCOKOIDDeKmuena Onia npocHOIUPOBANUs
8PeMeHHbIX 008 U Modcem Oblmb YCnewiHo npumenena na npakmuxe. Ha ocnose npo-
6€0EHHbIX IKCNEPUMEHMOB U AHANU3A, YCMAHOBIEHO, YMO PACCMAMPUBAEMAsl peanu3d-
yuss AT-LSTM na C++ nozeonsem Obicmpo u KaweCmeeHHo 00yuums Mooeib 0Jist Odlb-
Hetiue20 NPOSHO3UPOBAHUS BDEMEHHBIX PAO0E.

Knrwouesvie cnosa: zmybokoe o0yuenue, peKyppeHmHAs HEUPOHHAS Cemb, MOOelb
AT-LSTM, moodenv LSTM, netipocemu 00120l KpamKOCPOUHOU NAMAMY, MEXAHUIM
BHUMAHUS, NPOSHOZUPOBAHUe BpeMeHHbIX psidos, peanusayusi AT-LSTM na C++, uc-
Cedosanue Kawecmed nPocHO3UPOBAHUsL

BBenenne. Ha ceroqusmHuii 1eHb JI0AM BCE aKTUBHEE HCIIOJIB3YIOT
HelpoceTy Il peleHust pa3nuyHbIX 3a7ad. OTHUM U3 KIFOUYEBbIX (aKTo-
POB, BIMSIONIMX Ha Pa3BUTHE UCKYCCTBEHHOT'O MHTEIIEKTA, SIBISETCS POCT
BBIYUCIUTENbHBIX MOITHOCTEH COBPEMEHHBIX KOMITBIOTEPOB U CYIEPKOM-
MBIOTEPOB, YTO MO3BOJIAET HCIIOJIB30BATh 00JIee CI0XKHbIE APXUTEKTYPhI
HeHpoceTel s peleHus 3a1ad.

OOyueHue peKyppeHTHBIX HEWpOCeTe — 3TO BBIYMCIUTEIBHO TPY-
JI03aTPaTHBIA MPOLIECC, TTOATOMY HCIIONB30BaHHUE /ISl ATHX LeNel s3bIKa
nporpammupoBanusi Python yacTo mpuBoauT K OOJBIIMM BPEMEHHBIM 3a-
Tparam. JlaHHas mpobGiiemMa MOXKET OBITh pellleHa MyTeM HCIOJIb30BaHMS
OoJiee OBICTPOTO SI3bIKA TpOrpaMMupoBanus C++.

B pabGore Obl1a paccMOTpeHa 3ajada NMPOrHO3UPOBAHUS BPEMEHHBIX
PAOOB C MOMOIIBIO peKyppeHTHBIM Heillpocetn AT-LSTM. Apxurexrypa
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Mozenu Oblla HamucaHa Ha sA3blke C++ ¢ LeNbl0 YCKOPEHUS BbIUNCICHUM
U cpaBHUBaJIach ¢ OMOIMOTEeYHOH peanu3anueii Ha s3pike Python (Keras).

OcHoBHbIe onpeneneHus U pakThl. PeKyppeHTHBIE HEHPOHHBIE CETU
(Recurrent neural network, RNN) — 310 Ki1acc MCKyCCTBEHHBIX HEWPOH-
HBIX CEeTel, KOTOopbIe pa3paboTaHbl I 00pabOTKU MMOCIEA0BATEIbHOCTEH
JaHHBIX NIEPEMEHHOM UIMHBL. B 0TiIMYME OT KJIACCUYECKUX MOJENEH IiIy-
0oKOro 00y4YeHUs, PEKypPPECHTHbIE HEUpPOCETH 00Jagal0T BHYTPEHHUMH
OUKIaMUA WIN CBSI3SMH, KOTOpBIE TO3BOJIAIOT UM IepenaBaTh WH(pOpMa-
LU0 MEX]Ty MOCJICAYIONIMMHA BPEMEHHBIMHU IIaraMu U XpaHUTh WH(pOpMa-
LU0 O MPEABIAYLIUX COCTOSHUSAX.

CuMTanoce, YTO PeKyppEeHTHbIE HEHPOHHbIE CETH TPYIHO OOyUYaeMble,
[IOTOMY YTO OHM BKJIIOYAIOT B c€0s1 MUJUIMOHBI TAPAMETPOB, HO HEABHUE
JOCTUKEHHSI B apXUTEKTYype SYEEK CETH, ONTUMHU3ALMOHHBIX METO/ax U
NapajlyIeNIbHbIX BBIYMCIIEHUAX MO3BOJWIM YCIEUIHO HPOBOAUTH C HUMHU
nonHoe oOyuenue [1]. PaccmoTpum mpocteiimmii mpuMep peKyppeHTHOM
HEHPOHHOM ceTH, cXeMa KOTOPOH IpeCcTaBlIeHa Ha puc. 1.
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T
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Puc. 1. Cxema npocTeiimie 0JJHOCIOINHON peKyppeHTHOM HEHPOHHOM ceTH s
MIPOTHO3UPOBAHUS BPEMEHHBIX PSIJIOB

P— > >
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MareMaTHdecKd €€ MOKHO 3alnucaTth B caeaymmeM BHIAC IIpU

te[0,T]:
hI = A(thxl +Whhht—l +bh)'

W h +b 1
hyht + y!

rac A — Q)YHKHI/IH adKTHUBAIlMu, Xt — BXOJHOC€ 3HAYCHHC, ht — CKPBITOC
3HAa4YCHUC, yt — HPOTrHO3, th, Whhv Why — MaTpulilbl BECOB, bh’ by —

BEJIMYMHBI CMEIIeHUs /it h u Y .

Tem He MeHee, peKyppeHTHbIe HEHPOHHbBIE CEeTH 00J1a/1al0T HEAOCTAT-
KOM, KOTOPBI 3aKJIIFOYaeTCsl B TOM, YTO HECTAI[MOHAPHBIE 3aBUCHUMOCTH,
BO3HUKAIOIINE B TEUCHHE JITUTEIBHOTO MEPUOJIa BPEMEHH, YIIaBIUBAIOTCS
XyXke. JTo sIBJICHHE Ha3bIBAETCS MPOOJIEMON 3aTyXaroIero rpaJueHTa.

Takum o6pa3om, ueM OOJIbIIE IEMEHTOB B UCXOJHOU BBIOOPKE, TEM
00JIbIlIe MIAHCHI, YTO TPAJAUEHTH OOPAaTHOTO PacHpOCTPaHEHUs JIMOO COii-
JOYTCSl K HYJIIO, JINOO BO3PAcTyT K OECKOHEYHOCTH. YacTW4HO, 3Ty Hpo-
0J1eMy MOXXHO PEUINTh MCHOJB30BAaHMEM IPYrod aKTUBAIMOHHOW (yHK-
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LMK, HO HauboJsee MOMyJspHBIM CIOCOOOM PELIEHUS SBJISETCS PUMEHE-
HUE PEKYPPEHTHBIX HEHUPOHHBIX CETEH, KOTOPbIE CTPOATCA Ha JOJITOU
KpaTKOCPOYHOU MaMsITH.

Mopaeas LSTM. Onnum u3 Haubosee NIMPOKO UCIOIb3YEMBIX THIIOB
PEKYPPEHTHBIX HEMPOHHBIX CETEM IS PELICHMS 3a/1a4i IPOrHO3UPOBAHUS
(MHAHCOBBIX BPEMEHHBIX PAJOB SBISAETCS CETh C AYEHKaMU JTOJT0M Kpat-
KoBpeMeHHOU namstu [2]. OHa, ciocoOHa pUKCUPOBATh 3HAUYEHUS KaK Ha
KOpPOTKHE, TaK U Ha JUIMHHBbIE UHTEPBAJIbI BpEMEHHU. /[aHHas BO3MOXKHOCTb
JIOCTUTAETCS TEM, YTO MOJEJIb HE UCIIOJIb3YET (PYHKIINIO aKTUBALIUU BHYT-
PU CBOMX PEKYPPEHTHBIX SYEECK.

TakuMm 006pa3oM, coxpaHsieMasl BeJIMYUHA HE TEPSAETCS BO BPEMEHHU, U
BeJIMYMHA IUTpada HEe Mcue3aeT MPU HCIOJIB30BAaHUM METO/Aa 00paTHOTrO
pacnpocTpaHeHus OLIMOKU BO BpEMEHU NPU 00yUE€HUU HEMPOHHOMN CEeTH.

Cxemaruueckoe npeacrasienue sueiiku LSTM moznenu oToOpaxeHo
Ha puc. 2.

N kK d
P © >
A G
A 0 ¢ A
(o] [farh] o]
A J

2 ®

Puc. 2. Cxematnueckoe npeactasienne LSTM sueliku

Jlnist yIpoIeHust OMUcanust CTpyKTypsl staeiiku LSTM monxenn 00b-
eIMHUM BeKTopa X, U h_, B MaTpuiy:

X, (1) =[x, h]. )

Torma Mbl MOkeM TepenucaTh UCXOAHYIO Mojenb sueiiku LSTM B
BUJIC:

©)
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[IpencraBiaeHHBIN aNrOpUTM TaKXKE Ha3bIBA€TCSI BEHTUJIBHBIM MeEXa-
Hu3MOM. OH HCHONB3YeTCs Ui 3aMEeHbl KIaCCUYECKUX (DYHKIMNA aKTHBa-
LUH.

Moaeab AT-LSTM. Mogaens AT-LSTM [3][4] sBnsieTcss pa3HOBU/I-
HOCTBIO PEKYPPEHTHOM HEHPOHHOM CETH, KOTOpas JOIMOJHAET CTaHAapT-
Hyto apxutektypy LSTM mexanusmom BHuMaHus (AT), uroObl syurie
pacnpenensTh BaKHOCTb MCXOJHON MH(popManuu. AJITOPUTM BHUMaHHS
MOJKET aJalTUBHO BBIOMpATh HauboJiee pesieBaHTHbIE BXOAHbBIC MIPU3HAKU
U NpUAaBaTh OOJBIINNA BEC COOTBETCTBYIOIIEH MCXOIHOM MOCIE10BATEb-
HOCTH ITPU3HAKOB.

3aTeM BBIXOJHBIE JaHHbIE MEXaHH3Ma BHUMAaHUS UCIOJB3YIOTCS B Ka-
YeCcTBE BXOJHBIX JaHHBIX Mojenu riryookoro odydenuss LSTM ans npo-
rHO3MpOBaHus BpeMeHHoro psija [5]. Kak urtor, monens AT-LSTM moxet
Jydlle aganTUpOBaThCs K pa3HOOOPa3sHI0 MCXOIHBIX AAHHBIX U Ja€T BO3-
MOXKHOCTbH JIy4llle yJIaBJIMBaTh KOHTEKCTyalbHYI0 MH(OpPMaLUIO U pee-
BaHTHbIE JeTanu. IIporecc nosyueHuss HOBOM B3BEIIEHHOH IOCIEOBaA-
TEJIbHOCTH OIKCaH Ha puc. 3.

 EE— S
() (») (e )—
° @ Attention —b

Layer

. . : h .

t-1
) () — ()
~— ~—

Puc. 3. Cxema Moaen BHUMaHUS

Softmsx

[TepBBIM cliOeM MOJENM BHUMAHHS BBICTYHarOT sueiiku LSTM mns
TOTO, YTOOBI M30€XaTh MPOOJIEMBI JOJITOCPOUYHOHN 3aBHCHMOCTH. [loiy-
YeHHbIe 3Ha4eHHs N, MOCTYINaloT Ha BXOJ CIIOO:

a, =V' tanh (vv1 Thes s+ Wox, ), (4)

rze Bektop V' u MaTpuusl W, , W, — o6ydaeMble HapaMeTphl MOJIEIIH.

Pe3ynbpTar Moienu BHUMaHUS MOXHO O()OPMUTH B BUJI€ BEKTOpA:

2, =[ A% B B (5)
exp(ak)

n

;eXp(ai) |

rae B =softmax (e, )=
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OxoHYaTeIhbHO B3BEIICHHAS IOCIEIOBATEIBHOCTh Z, IOCTYMAeT Ha
BXOJI MOJIEJIH TITyO0KOro 00yueHus (6) 1uisl TajibHEUIIero 00yueHus:

g (t)=tanh(W,z,(t)+b,),

(t)=o(Wz,(t)+h),

(0 -a(wz )+, o

(t)=0 W,z (t)+D,),

s(t)=g(t)-i(t)+s(t-1)- f (1),
h(t)=tanh(s(t))-o(t),

rae z,(t) = [Zt,hH].

PaccmarpuBaemasi Mozens Oiarogapsi cBoed CTPYyKType MEHee uyB-
CTBHUTEJbHA K MPOMYLIEHHBIM JAaHHBIM I1OCJIEA0BAaTENLHOCTH. Takxe, mo-
ckoibKy AT-LSTM moskeT yunThes Ha OOJIbIIEM KOHTEKCTE IaHHBIX, OHA
MOJKeT 0cabuTh BIMSHUE BHIOPOCOB Ha MPOTrHO3 U OBITH OoJiee ycToiuu-
BOM K IIyMaMm.

OnHaKo CTOUT OTMETUTh, YTO MOJEIb TAKXKE HMEET CBOM cClladble
ctoponbl. Hanpumep, AT-LSTM 3arpaunBaer Oosibliie BpeMeHH Ha 00y-
YeHue U sBisieTcst Oosiee TpeOOBaTEIbHON K BBIYMCIUTEIBHBIM pecypcaM
10 CpaBHEHHIO ¢ Oojiee MPOCTHIMU MeTojaMu, TakuMu kKak ARIMA wnm
MIPOCTHIMH HEHPOHHBIMH CETSIMH.

Mpumep padorsr AT-LSTM. PaccMOTpuM TOTHOCTBIO O0YYEHHYTO
onHocnoiHyto Herpocetb AT-LSTM s mporHo3upoBaHusi BpEMEHHBIX
psanos. Ilocie moiaHOro nukiIa 00y4eHUs] MOKHO BHUMATEJIbHO PaccMOT-

peTh 3HAYEHHs CKPBITOro cost h(t), KOTOpBIit 10 CBOGH CyTH COEPHKHT B

cebe «maMsATh» O 3HAYEHHUSX BXOJHOTO psifa, U pe3ysbTar paboThl MOJEIN
BHUMaHUs (puc. 4).

Takum oOpa3om, Mozenb TIyOOKOro OOy4YeHHsT Ha OCHOBE SUYEEK
LSTM npu ananmu3e BXOJHOTO BPEMEHHOTO psija 3arlOMHHAET WHpOpMa-
IIUIO0 O KaXKJIOM €ro 3jeMeHTe. B manmpHeliniem 3ta wHpOpMAIs HCIIONb-
3yeTcs JUIsl TIOCTPOSHUs TMporHo3a [6] cormacHo dopmyre (1). 3ameTum,
YTO MOJEJIb BHUMaHUSl BBICTPAUBAET HOBBIM BPEMEHHOM psAJl COTJIacHO
dhopmye (5).

KitoueBpIM OTIMYHMEM OT UCXOJHOW IMOCIIEIOBATEIBLHOCTH SIBISETCA
TO, YTO HEKOTOPbIE AJIIEMEHTHI YBEJIWYWIN WM YMEHBUIWIA CBOE 3Haye-
HUE. DTO O0YyCIIaBIMBAETCS TEM, YTO MEXaHM3M BHHMAaHHUS B KOHTEKCTE
POTHO3UPOBAHMS BPEMEHHBIX PSJIOB C MOMOIIBI0O HEMPOHHBIX CeTel M03-
BOJISIET MOJIENIM JIMHAMUYECKH BBIOMpATh, Ha KaKHE JJIEMEHTHI BXOJHOU
MOCTIE0BATEIHLHOCTH HYKHO OOpaTUTh OOIbIle BHUMAHUS, T.€. MOJEIb
BBIJICIISIET OTIPEICIICHHBIE AIEMEHTHI psiJla, KOTOPBIE OKa3bIBAIOT Hanboee
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BECOMOE BJIMSHHME Ha JAJbHEWIINI MPOrHo3. JTO KacaeTcs paziIudHbIX
IepenagoB, CKAYKOB U APYrUX U3MEHEHUN BPEMEHHOIO psja.

1.0 1.000 X
W 0.975 ,f t
0.8 |

' 0.950 &
0.6 . 0.925 k
\ . | 0.900 \
04 Ny | N o0.875
0.2 | x(t) | 0.850 x(t)
| 0.825/
00! ' h(t) 0,800 z(t)

0 10 20 30 40 50 60 10 20 30 40 50 60

Puc. 4. 3Hauenust ckpoIToro ciaost h (t) JUIS TIOJTHOCTBIO 00y4deHHoH Helipocetn LSTM u

pe3yabTaTt pa6OTLI MOACTIN BHUMAHUWA I BXOJHBIX 3HAYCHHMN X(t)

Takxe cTOUT OTMETUTh, uTO MoAenb AT-LSTM npenocrtaBiseT xo-
polire pe3ysbTaTbl TPOTHO3UPOBAHUS BPEMEHHBIX PSJOB B CPABHEHHUH C
W3BECTHBIMHM anroputMamu, Takumu kak ARIMA(3, 1, 0) [7], Holt-
Winters(5), FBM(0.65) [8], a Takke C COBPEeMEHHOH HEHPOCTHIO
NNETAR [9]. Pe3ynbrarel NporHO3UpOBaHUs PAcCMaTPUBAEMBIX MOJIE-
neii u300pa3umM Ha puc. 5.

—— USB/RUB
771 ———. AT-LSTM
---.NNETAR )
76 ——-. Holt-Winters [}\ L
. A
= ---. ARIMA
g
§75
&)
74
73

2021-03-01 2021-03-15 2021-04-01 2021-04-15 2021-05-01 2021-05-15 2021-06-01
Jara

Puc. 5. CoBmernieHHbI# rpaduk nporHosa Ha 1 3HaueHue A mozaeneii AT-LSTM,
NNETAR, Holt-Winters, ARIMA, FBM s kypca notapa USB/RUB

CormacHo COBMENIEHHOMY TpauKy TOYEYHOTO MPOTHO3a BUIHO (pHC. 5),
yto Mozenb AT-LSTM He ycTynaer 1o KadyecTBYy TaKUM MOJEINSAM, Kak
ARIMA, FBM, NNETAR. IIpu stom monens AT-LSTM npenocrasisier
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pe3yabTaT Jydlle, 4eM Mojielb XonbTa-Bunrepca. CTOUT OTMETHTH, YTO
poruo3sl, nonydeHHslie ¢ nomoupo AT-LSTM u NNETAR, nocratouno
MOXO0XHU ApyT Ha npyra. s Gosiee neTanbHOM OIEHKH MPUBEIEM 3HAUe-
nus metpuk RMSE u MAPE B Tabnune 1.

Tabnuya 1

Metpuku RMSE u MAPE nnst mogeneit AT-LSTM, NNETAR, Holt-Winters,
ARIMA, FBM nipu nporuosuposannu 1 3HaueHHE

Mounens RMSE MAPE
ARIMA 0.176 0.005
Holt-Winters 0.338 0.011
NNETAR 0.497 0.006
FBM 0.439 0.005
AT-LSTM 0.330 0.004

[Tonmyuyennsie MeTpuku (Tabn. 1) s MPOTHO3MPOBAHUS pacCMAaTPH-
BaeMbIX MOJICJICH OATBEPKAAIOT GakT Toro, uro Mmoaenb AT-LSTM nos-
BOJIIET MOJIyYUTh YJIOBJIETBOPUTEIbHBIA MPOrHo3. OmmnodKa Mmoiay4yeHHOro
IIPOTHO3a ¢ MOMOIIBI0 AaHHOW Mojenu coctaBuia 0.4%, 4To conocraBu-
mo ¢ moaeirsimu ARIMA, FBM, NNETAR. CrenosaTeiabHo, MOKHO Cle-
JaTh BBIBOJL O TOM, 4TO Mojieiab AT-LSTM sBnsercs HaaekHOM B paMKax
3a/1a4i TOYEYHOTO ITPOTHO3UPOBAHUS.

Peanmuzanusn AT-LSTM na C++. Monens AT-LSTM Obuta paspa-
6orana moj koMrusaTop clangl6 Ha winlQ ¢ ucronbp30BaHUEM CTaHIAPTA
C++20. B xadyecTBe OMONIMOTEKH JTMHEHHOM anreOpsl ObuTa BhIOpaHa mao-
noHHast 6ubnmoteka «Eigen» Bepcum 3.4.0. IIporpammHasi peanu3amus
COCTOUT U3 4 yacTeil:

1) Knacc LSTM, kotopsiii npexacrasnsier siaeliku LSTM. Conepxur
COCTOSIHUE SAYEHKH M CKPBITOE COCTOSIHHME, KOTOpble OOHOBIISIFOTCSI Ha
Ka)KJIOM BPEMEHHOM II1are mociie 00padOTKH BXOAHBIX JTAHHBIX.

2) Kitacc Attention, mpeCTaBISAIONIMIA CIIOM MEXaHW3Ma BHUMAHUSI.

3) Kitacc Dense, KOTOpBIH COIEPKHUT METOIbI JUISI WHHIIHAIA3ALUN
napaMeTpoB U 00paObOTKU BXOJIHBIX JAHHBIX MTOJIHOCBS3HOT'O CJIOS.

4) Knacc AT-LSTM, KOTOpBIi CONEpKHUT B cede PYHKIUH 00yICHHS
U IIPSIMOTO X014 HEHPOCETH.

Bce BecoBbie MaTpHIIBl M BEKTOPHI CMEIICHHS CIIOEB MHUILIUATH3UPY-
I0TCA CITy4yallHO M3 CTaHJIApTHOI'O HOPMAaJbHOTO pacHpe/eieHUs C MOMO-
b0 Moayns «randomy. [l 6osee yno06HOro 00yueHus: HEMPOHHOU CeTH
OblTa 00aBiIeHa BO3MOXKHOCTH palOOThl ¢ OaTtyamu (HEOONBIIONH HAOOP
WCXOJHBIX JIaHHBIX ). B KauecTBe ONTUMHU3ALMOHHOTO METO1a OB BBIOpaH
U pean3oBaH alroput™ «Adamy, BBUIY €ro aJanTUBHONW CKOPOCTH 00y-
YEHHsI C UCTIOJIb30BAHUEM CKOJB3SIINX CPETHUX TPaTUCHTA.

Ouenka npousBoauteabHoctd AT-LSTM. B stom pasnene npen-
CTaBIICHBI PE3YJIbTATHI 10 U3MEPEHUIO BpeMEeHU 00yueHus (puc. 6) u nps-
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Moro xona (puc. 7) moaenu AT-LSTM, peann3oBaHHO# B 3 OKpYKEHUAX
Ha 2 s3bikax nporpammupoBanus: C++ (CPU, Ha neHTpasbHOM mpolec-
cope), Python (CPU, na nentpansaom nporeccope) u Python (GPU, na
rpaduueckom mporeccope ¢ ucnosnbzoBanueM CUDA). DkcnepuMeHThI
MTPOBOMIIACH C IEIBI0 OIEHUTH AP(PEeKTUBHOCTEL peanusanuu AT-LSTM
Ha C++ B cpaBHEHHMH C TOTOBBIMH pelieHus MU Ha si3bike Python (Keras).

B kaudecTBe TECTOBBIX JAAHHBIX BO3bMEM IPOU3BOJIBHBI BPEMEHHOMN
psan Ha 5000 snemMeHTOB U pa3obbeM ero Ha 00y4JaroIryo BeIOOpKY (4900
3JIEMEHTOB) U BalUAALMOHHYIO BbIOOpPKY (100 snementoB). YToObl B 1o-
HOW Mepe OLEHHUTh paboTy alropuTMOB, oOyueHHE HEHPOHHOH ceTH Oy-
JIeM MpOoU3BOAUTH Ha 50 31oxax v Ha pa3HbIX pa3Mepax OaTya.

500 C++ (CPU)
50
5 8 16 32 64 128 256 512
——C++ (CPU) —— python (GPU) python (CPU)

Puc. 6. Jlorapupm Bpemenu ooyuenust mogenn AT-LSTM B 3aBUCUMOCTH OT pazmepa
6arua juia C++ (CPU), Python (GPU), Python (CPU)

Bbeut0 MONydYeHo, 9TO T MUHUMAJIBHOTO pa3Mmepa Oatya (8 3remMeH-
TOB TMOCIIEAO0BATEIHHOCTH) HEOOXOAMMO 3aTPaTUTh B 7 pa3 MEHbIIE Bpe-
MeHU Ha oOyueHue HeuponHoi cetm Ha C++ (CPU), wem Ha Python
(CPU). IIpu sToMm, ansi MakCUMalIbHOTO pa3Mepa Oatda (512 snemeHTOB
NIOCJIEIOBATEIbHOCTH) HEOOXOIMMO 3aTpaTHTh B 44 pa3za MEHbIIE BpeMe-
Hu. Taxoke, u3 Puc. 6 BUIHO, 4TO C yBeJIUYEHHEM pa3Mmepa OaTua Bpems
oOyuenuss AT-LSTM na C++ (CPU) npubnnxkaercst K BpeMeH! 00yueHus
Ha python (GPU). D10 M0XXHO 00BSICHUTH OOJee SBHOU creluann3anuen
mojenu Ha C++, yem Ha Python.

4
3
2
1
0 [
C++ (CPU) python (GPU) python (CPU)

Puc. 7. Bpems npsimoro xoxaa neiipocetn AT-LSTM B cexynaax ais peanuzanuii Ha C++
(CPU), Python (GPU), Python (CPU)
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ITo puc. 7 BumHO, 4TO MpsIMOH Xox peanu3anuu Heiipocetn AT-LSTM
Ha C++ (CPU) paboraer moutu B 11 pa3 Owbictpee, yem Ha Python (CPU).
[Ipu 3TOM CKOPOCTH BBINOJIHEHHS] NpAMOro xojga Ha C++ mpakTHUECKH
npuOIM3UICS K cKopocTH padboTsl Ha Python (GPU).

CpaBHUTE/IbHBII aHAAN3 peaju3aumid. J[J11 OlIEHKU KadecTBa Ipo-
rHO3UpoBaHus Obutn  BbIOpaHbl 4 BpemeHHblx psnpa: USD/RUB,
EUR/RUB, AAPL, MSFT [3]. JletasibHas OlI€HKa KadecTBa MPOTHO3a
npuBeeHa B Tabm. 2 [4].

Tabauya 2

Metpuxu RMSE, MAPE n ko3¢ ¢punment koppenssuuu Ilnpcona nst nporaosa
mozaeiaeit AT-LSTM (Python/C++)

Python C++
Koad.
RMSE | MAPE KOpp. RMSE | MAPE | K02¢- xopp.
ITupcona
[Tupcona
USD/RUB 0.211 0.008 0.874 0.058 | 0.008 0.912
EUR/RUB 0.497 0.009 0.853 0.195 | 0.007 0.885
MSFT 2.306 0.023 0.731 0.648 0.021 0.772
AAPL 2.088 0.029 0.813 2.082 | 0.023 0.886

[To pesynbpraram oOydeHust Mojienelt ObLITH TOJIyYeHBI TPaPUKH TPO-
rao3a (puc. 8).

78| —— Bpemennoii psin
§7 6 AT-LSTM (C++)
Q<74 -~ AT-LSTM (Python)
572
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Puc. 8. CoBmerennbie rpaduku nporHosa s moxeneir AT-LSTM (C++) u AT-LSTM
(Python) nns USB/RUB, EUR/RUB, AAPL, MSFT
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U3 rpadukos BugHO, uTo Monaenb AT-LSTM (C++) mo3Bosser moiy-
YUTh CXOXKUHU MporHo3, 4to u mojaenb AT-LSTM (Python). Ctout taxxke
3aMETUTh, YTO MOBBICUIACH TOYHOCTh MPOTrHO3a 3a CUET HCIOJIb30BAHUS
JIIBOMHOI TOYHOCTH Ha A3bIKe C++.

BoiBoabl. Takum o0pazom, Oblla peanu3oBaHa pEKyppeHTHAas
HelipoHHas ceTb AT-LSTM Ha a3sike nporpammupoBanus C++. Pesynb-
TaThl 00y4eHuss mokazanu, 4to monaenb AT-LSTM (C++) mosBomsieT
YCKOpUTH mporiecc oOydenus Heifpocetu a0 40 pa3 o cpaBHenuto ¢ AT-
LSTM (Python), a mpsimoii xox peanuzauuu vHa C++ (CPU) pabotaer mo-
gyt B 11 pa3 Ovictpee, yem Ha Python (CPU). Otmerum, 4TO CKOPOCTH
BBITIOJIHEHUSI TIPSIMOTO XoJa Ha C++ mpakTUYeCKH MPUOIU3UICS K CKOPO-
ctu pabotel Ha Python (GPU). Ilpu sToM KauecTBO HMpPOTHO3UPYEMBIX
3HAUEHUH HE yXyALINIOCh.
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Investigation of time series forecasting quality using C++
implementation of AT-LSTM model

© T.V. Oblakova, D.S. Alekseev

Bauman Moscow State Technical University, Moscow, 105005, Russia

The implementation of recurrent neural network AT-LSTM (Attention based Long Short
Term Memory) in C++ programming language is considered. This model was developed
to reduce the training and inference times. The paper presents the architecture of this
neural network and working examples, also describes the training procedure and results
estimation. In the research work, calculations were carried out to estimate the perfor-
mance of the AT-LSTM neural network for training and forward passes in comparison
with the Python implementation. The performance analysis included the training time and
the running time estimations of the neural network with the same length of input data but
different values of hyperparameters. The calculations showed that it is possible to signifi-
cantly decrease the training time, reduce the prediction error and maintain the high qual-
ity of the prediction results when using the C++ programming language implementation.
In order to estimate the applicability of the considered AT-LSTM implementation in real
cases, the precision of financial time series forecasting was analysed. USD/RUB and
EUR/RUB currency rates, as well as Apple (AAPL) and Microsoft (MSFT) share prices
were chosen as the objects of current research. The results showed that the obtained
model is highly effective for time series forecasting and can be successfully applied in
real cases. Finally, based on the experiments and analyses, it was concluded that the
considered implementation of AT-LSTM in C++ allows for fast and high-quality training
of the model for further time series forecasting.

Keywords: deep learning, recurrent neural network, AT-LSTM model, LSTM model, long
short-term memory neural networks, attention mechanism, time series forecasting,
AT-LSTM implementation in C++, forecasting quality research
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