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HeiipocereBble MeTOAbI PellICHUS 3a1a49U
KPeIUTHOI0 CKOPUHTA

© A Jl. Kagues, A.B. Uubucosa

MI'TY um. H.D. baymana, Mocksa, 105005, Poccust

Ilpodemoncmpuposarn mamemamuyeckuti 6bl8600 NPEOCMABLEHHOU MOOENU HEUPOHHOU
cemu. Ceedenue 3a0auu Kiaccugurxayuu Kk 3a0ave onmumuzayuu. Ipouszeeden pazeeovl-
6AMENbHBLI AHANU3 OAHHBIX, A MAKdIce UX npedodpabomra Oas OalbHeluule20 UCHOb30-
6aHUsl 8 0OYUEeHUU ANCOPUMMO8 Kiaccudurayuu. boiau cnpoekmupogansvl apXxumexmypol
HeUPOHHbIX cemell, 3aBUCAUUX OM (DYHKYUU AKMUBAYUU, KOAUUECMBd CKPbIMbIX C0e8
HeUPOHHOU cemu U KOIUYecmsd HelpoHo8 8 ckpvimuvix cioax. O6yuyeno boaee Oecamu
HeUPOHHbIX cemell, peularowux NOCMAsieHHY0 3a0a4y Kpeoumuo2o ckoputea. Ilpousse-
OeH pacuem epemeHU 00yyeHus HelpouHblx cemell. [Ipedcmaesneno pewienue 3a0auu npu
NOMOWU KIACCUYECKUX ANICOPUMMO8 MAUWUHHO20 00yueHus. Moowcno 6viio 3amemums,
umo cmanoapmuoe omxnonenue accuracy u ROC AUC ona HetiponHwvix cemeil Oonvute,
uyemM y cnyuauno2o neca. Imo npoucxooum uz-3da mozo, 4mo Ml eblOUpaemM HaAUaabHble
6eca CyHauHbiM 00paA30M U 2padueHmvl cuumaem He Ha cell 8blOOPKe, a HA MAIbIX
yacmsx, 4umo 000aeisiem HeKOmMopyIo NopeuHocmy npu 0byuenuu. Ho smu omxnonenus
ObLIU He MONLKO 8 XYOurylo CMOpoHy. B nyuwiux cumyayusx, no obeum Mempuxam,
HelpoHHble cemu NOKA3bIBANU Pe3YbIam xyice 6ce2o Ha napy npoyenmos. Ilpousseden
ananuz pesyroamos. CpasHUmMeNbHbIl AHATU3 NOKA3bIBAem, YMO HelUpoHHble cemu
umMerom ayyuee Kauecmeo Kiaccu@ukayuy, yem KidccudecKue aneopummsl MAauuHHO20
0OyueHusi, a makdice, 4MoO HeUPOHHble Cemu UMem MeHbuiee 8pems 00yYeHUs, uyem
Kadccuyeckue — aneopummsl  MAwiuHHO20 06yuenus. Ilpedcmaenenvt  epaguku  u
mabauyvl, omobpadicarowue umeembvle pe3yibmanbl.

Kniouesvle cnosa: netiponnvie cemu, MawunHoe ooyuyenue, CIy4ainslii iec, 102ucmuue-
cKasi peepeccust, 2paOUeHmMHbLI OYCMUHe

Beenenue. KpeauTHBI CKOpPUHI — CHCTEMa OLIEHKH KPEIUTOCIIO-
COOHOCTH JIMIIa, OCHOBaHHAs HA YMCIIEHHBIX CTAaTUCTMYECKHX METOJIaX.
KpenuTHbIil CKOPHHI IIMPOKO HCHONb3YeTCsl KaK KPYMHBIMH OaHKaMH,
(MHAHCOBBIMU OPraHU3ALUAMHU, TaK U B MOTPEOUTEIHCKOM (Mara3suHHOM)
HKCHPECC-KPEAUTOBAHUN Ha HeboublIe cyMMBI| 1].

3amaua KpPeJUTHOTO CKOPUHIAa BO3HHMKJIA B CBSI3M C HEOOXOIUMOCTHIO
YMEHBILIEHUS PUCKOB, KOTOPBIM MOXKET MOABEPTHYThH C€0sl OpraHu3aiusi, a
TaK)X€ BCIIEJICTBUE HMEHHUS OOJIBIIOr0 KOJIMYECTBA JAHHBIX JIIOJEH,
©XKEIHEBHO OepyIMX B JOJIr JICHEXHbIE CpPeACTBA Ui MPHOOpETeHUs
TOBAPOB MJIM YCIYT.

OaHMM U3 OCHOBHBIX PHCKOB SIBJISIETCS HEBO3BPAT 3aEMIIHMKOM
CYMMBI KpeJIuTa B MOJHOM 00beMe MM B yKa3aHHBIH CPOK, T.€. Hapyllle-
Hue oOs3atenbeTB.  OleHKa KPEOUTHBIX PHUCKOB  MOTEHUUAIBHOIO
3aeMIIMKa Ha3bIBAETCS KPEAUTHBIM CKOPUHIOM (OT aHri. credit scoring).
I'oBOpst 0 KpeOUTHOM CKOpPUHIE, KaK MpaBWJIO, UMEIOT B BUAY AaHAIU3
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PUCKOB MO KPEAUTOBAHUIO (DHU3MUECKUX JIML, XOTS METOAbl OLIEHKH
HA/IKHOCTH OPTaHU3aLUI TaKXKe CYIECTBYIOT.

KpeauTHbIi CKOPUHT COCTOWT B IPUMEHEHUU aJITOPUTMOB, TIOTYYCH-
HBIX C UCIIOJIb30BAaHHMEM MAaTEeMAaTUYECKUX M CTATUCTHYECKHX METOIOB, C
TeM, YTOOBI pa3JeNUuTh MOTEHIMAIbHbIE KPEIUTHBIE ONEpallii Ha HeTepe-
CeKalollMecsi TPynIbl pucKa, Xopomue W mioxue [2]. Ilmoxue pucku
MO/Ipa3yMeBaroT OOJIBIIYI0 BEPOSITHOCTh HApyIICHUs 00s3aTENIbLCTB 3aEM-
IIMKOM, TIO3TOMY HEOOXOAMMO BBISBIATH (PAaKTOPHI KPEIUTHOTO PUCKA, UX
3HaYMMOCTh W B3aUMO3aBUCHUMOCTh. [Ipenmomnaraercs, 4To CO31aHHBIC
MOJIEJIA MOTYT BBISIBJIATH 3aKOHOMEPHOCTH, TaK YTO KPEAUTHBIEC OTepaIiiu
B OyayiieM OyayT UMETh TaKO# ke MCXOJ, KaK U OIleparii cO CXOXKHUMHU
XapaKTePUCTUKAMU, JUIsI KOTOPBIX M3BECTHA MPHUHAJJICKHOCTh K OJHOMY
U3 PUCKOB.

®DaKTOphI, YIUTHIBAEMBIC TIPU KPSTUTHOM CKOPUHTE MOTYT OTJINYaTh-
Csl B 3aBUCHMOCTH OT aJITOPUTMOB U Iesiel cKopuHra. K THIMYHO McTonb-
3yeMbIM (paKTOpaM MOXKHO OTHECTH AeMOTpaduuecKue JaHHbIE (CeMeHOoe
MOJIOXKEHUE, BO3PACT U JP.) U XapaKTePUCTUKH 3aHATOCTU 3aeMILKKa (THUII
3aHATOCTH, JOJDKHOCTH U Jp.), MHPOPMAIUIO O KPEIUTHOM HCTOPUHU U
MPEIbIAYIIUX OTHOIICHUAX C KPEAUTOPOM, XapaKTEPUCTUKU MPEIOCTaB-
JSIEMOM YCIIyTH, JaHHbIe 0 pUHAHCOBOM OJiaromnoiyyuu KiueHra [3].

Llenbro manHOM PabOTHI SIBISIETCS:

® CO3/1aHUE ONTUMATBHON MOJIENH KJIaCCU(UKAIIMY 3aeMIITUKA.

3amauamMul TaHHON paOOTHI SIBIISIOTCS:

e 00paboTka u pUIBTpALIUS UCXOIHBIX TAHHBIX;

e pa3paboTKa MOJENHU KPEAUTHOIO CKOPUHIA C HCIOJIb30BaHUEM

METO/I0B MCKYCCTBEHHBIX HEMPOHHBIX CETeH;

® OlIEHKA KauecTBa MPOTHO3UPOBAHUS MOJIETEH;

® CpaBHEHHE UTOTOBOW MOJIEITH C MHBIMU MOJCIISIMH.

Pabota Oblia BBIMOJHEHA HA s3bIKE MporpamMmupoBanus python c
UcIoJbp30BaHueM (perimBopka Pytorch.

MartemaTuyeckasi MOCTAHOBKA 3aJa4y, NPHUHATHIE NONMYyUIEHHUS.
MareMaTHYECKyI0 TIOCTAHOBKY 3aJayll MOXHO 3alucaTh CIEAYIOIIUM
o0Opa3om: mycTb X — MHOXECTBO OMUCAaHUN OOBEKTOB (Ioaei), Y —
MHOXECTBO METOK KJIacCOB (OTBETOB Ha BOMPOC: ObUT JIM BBITIJIAYEH Kpe-
ut). CyliecTByeT HeM3BECTHAS 1ieIeBast 3aBUCUMOCTb:

y X Y, )

3HAYEHHUS! KOTOPOM U3BECTHBI Ha 00BEKTaX 00ydaroiel BEIOOPKH.
Tpebyercs NOCTPOUTH aITOPUTM:

a:X oY, (2)

CIIOCOOHBIN KITacCU(pHUIIMPOBATH MPOU3BOJIBHBIN 00BEKT X € X .
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MaremaTuyeckuii BBIBOJ MOjAeIM HeilpoHHOH cerH. [lokaxem
MPOCTEHUIIIYIO apXUTEKTYpPy HeMpoHHOU ceTu. IlycTh 3a1ana ogHOCHOMHAs
HelponHast ceTh (Helipon). Hcmonb3ys Teopemy KommoropoBa 00
anmnpoKCUMAIlMU BCSIKOM HenmpepbhlBHOW (YHKIIMH, 3aJaHHOW Ha €JUHUY-
HoM O —KkyOe [4], MOXKHO TMOKa3aTh, YTO TaKas HEHpOHHAs CeTh OyjaeT
OIIPEAEIIATHCS BBIPAXKEHUEM:

2d+1

)=2e Zf.,( i) ©)

.
rae X=[X,...,X;] — Bekrop omucanus oGbekra; o, f; — Hexoropsie
HEpepBIBHbIE QyHKIMH, Ipu 3ToM f;; He 3aBucaT ot a.

Torna aus mo6o0it HenpepblBHON QyHKIMU f (X) HaiiieTcs HeHpoH-

Hasl CETh a(x) C JIMHEWHBIM BBIXOJIOM [5]:

a(xW)=c"(x), (4)
100 = w02 ), ©
2 (x) =" (147 (x)), (6)

anmpokcumupyromast  f (X) C 33JJaHHON TOYHOCTBIO [6].

IlycTe MMeeTCsl HECKOJIBKO BUJOB APXUTEKTYP HEHMPOHHOM CETH IS
MOCTAaBIIEHHOW 3a/layl: apXHUTEKTypa ¢ YObIBAaHHEM pa3MEpPHOCTH B
CKPBITBIX CIIOSIX, APXUTEKTypa C OJIMHAKOBOW Pa3MEPHOCTHIO U apXHUTEK-
Typa C YBEJIMYEHUEM Pa3MEPHOCTH [7].

Ha nepBom mare mMbl pacnoyiaraéM NpuU3HaKaMHu KOJUYECTBOM N, TO-
r7a BBIXOJ JIMHEWHOW 4acTW HEMPOHHOM CETH HA NEPBOM CKPBITOM CIIOE
Oyner 3amucan 1o dpopmyse (7):

n m

=2 > (xw;)+b"), W

i=1 j=1

1(g A .
rae V; (X) — BEKTOp pPE3YNbTUPYIOIINX 3HAYEHUHW B CKPBITOM CIIOE;

X, — TIpU3HAK | 3aeMIIHKa; W'j — BeC |, JaHHBIA COOTBETCTBYIOIIUM

HeifpoHOM TpH3HaKy i; b* — cMemeHme, NaHHOE COOTBETCTBYIOLINM
HEWPOHOM TpH3HAKY K .

Hanee k (7) mpuMeHUM HEKOTOPYIO (DYHKIIHMIO aKTHBAIUH, OIpeJe-
JSEMYIO B KaKIOM CJIO€ COOTBETCTBEHHO. Torna pe3ynpTaT HEJIMHEHHOU
4acTU HEHPOHHOW CETH B MEPBOM CKPBITOM CJ0€ OYAET OnpeAensiThcs Mo

dbopmyne (8):
h(X) = f,(v; (X)) (8)
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[anee nericTByeM aHaJIOTUYHO:

Vi (X) :im_ll(wlf( X)))+b", 9)
h, (%)= f,(vi (%)). (10)

HpOI/I3BO[[5I AHAJIOTUYHBIC IIGfICTBPISI, B KOHCYHOM HUTOI'€ MOXEM
3ammcath Pe3yabTUPYIONIYI0 MOJIeTh HEUPOHHOU ceTr B hopmyrie (9):

y=f,(v'(wb x));
L(y,y)=%§(yln(yi)+(1—yi)ln(1—yi));

(w,b.) =argmin,,,, (L(y. 9)); (11)
p(x)= Y-

Spoc = Max.

B monenu (9) Takxe 1o0aBUIM HEOOXOAUMOCTH YBEIHMUEHHUE TIOIIA-
mu nox ROC-kpusoii [8]. [Tnomane noa kpuBoit OyneT yBeIMYHUBATHCA,
9eM JIydlie MOJeNb IPEACKa3blBaeT BHIIUIATY KpeauTa. Bo Bpems
oOyueHus: JaHHOW MOJeNu OyAeM IMOJIb30BaThCsl TPAJAUEHTHBIMH METOMAA-
MU BTOPOTO TOPS/IKA, a UMEHHO MeToJI, iMeHyeMbIii BFGS — BcneictBre
HEOOXOJMMOCTH pacueTra MaTpuilbl l'ecce MaHHBIM METOM TO3BOJHUT
YYUTBHIBaTh MPHU CIYCKE KPHUBH3HY KpPUBOM, UYTO CKaXeTCs, B CBOIO
ouepenb, Ha BpeMEHHM pPa0OTHl aNrOopuTMa W Ha KadecTBe pabOTHI
aIropuTM™Ma.

OO0yueHne KJacCHYeCKHX MeETOA0B MAIIMHHOrO OOy4YeHHs.
OO6yunM MOEIb, UCTIOJIB3YSI METO/| JIOTUCTHYECKO perpeccun [9]. s
BBIOOpA HAWJIyUIIel MOJENN JIOTUCTUYECKOM pPEerpeccuu, Takke Oynem
BapbUpPOBATh KOJMYECTBO MTepanuil 1ist oOydeHus mojnenu. OOydeHue
anroputmMa 3aHsu10 40 c.

Heob6xomumo paccMoTperh MeTpuky accuracy [10] Ha TecToBBIX U
TPEHUPOBOYHBIX JTAHHBIX:

accuracy,,, =0,8595, (12)
accuracy,,,;, =0,8592. (13)
Tenepp paccMOTPUM OCHOBHYK) METPUKY — IUIOIIAJb IIOJ

ROC-kpuBoii (Ha rpaduk ObLIM BBIBEACHBI TpU Hambosee >PPEeKTUBHBIC
mozenn) (puc. 1).
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True Positive Rate Receiver Operating Characteristic
1,0 —

0,8 //

0,6

0,4

0,2

0,0
0,0 0,2 0,4 0,6 0,8 10

False Positive Rate

Puc. 1. Pe3ynbratel npeackazanuil JOTUCTUYECKON PETPECCUM.
OcHOBHOM 3a7aueil ABnseTcs yBeanueHue miomaan noja kpusoit ROC.
Kak BumHO, yem 6osibiie maros (iterations) cenaHo
B IIPU3HAKOBOM IPOCTPAHCTRE,
TeM OOJIBIIYIO TUIOLIAJIb O] KPUBOKM UMEET JJaHHAast MOJEIb:
—— 10 maros =0,73633 ; — — 11 maros =0, 73636 ;

—— 12 maros =0,73775

Tenepp 00y4yuM MOJENb, HCIONB3YS METOJ PEIIAINIUX JIePEBHEB
[11]. IIpexne Bcero, oOydynM BCEro JIMIIb OJHO pEIIAIOIICE JIEPEBO.
C noMoIibpo OHOIO PEUIAoIIEro AepeBa YK€ MOXKHO CTPOUTH MPOTHO3BI
OTHOCHUTENFHO KJIINEHTOB OaHKa.

HeobOxonuMo paccMOTpeTh METpUKY accuraCy Ha TEeCTOBBIX U
TPEHUPOBOYHBIX JIAHHBIX:

accuracy,,, =0,8598, (14)
accuracy,,,;, = 0,8585. (15)

[TpomosmkuM paccMOTpeHHE KauecTBa alrOpUTMa M MOCTPOUM
metpuky ROC Ha puc. 2.

Tenepb paccMOTPUM pEIIAIOUIMNA JeC U TPaJUCHTHBIH OYCTHHI HaJ
nepesbsimu [12]. B pesynbraTe, Ha puc. 3 nosydyaeM cieqyomuil rpapuk
3aBHCHMOCTH Ka4eCTBa OT KOJIMYECTBA JEPEBbEB.
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True Positive Rate Receiver Operating Characteristic
1,0 e

0,8

0,6

0,4

0,2:

0,0:# : , | !
0,0 0,2 0,4 0,6 0,8 10

False Positive Rate

Puc. 2. PesynbpTathl npencka3anmii cirydaitHoro nepea. CTOUT 0OpaTHTh BHUMaHUE
Ha QJITOPUTM, OOYUCHHBIN Ha IEPEeBbsIX MIyOHHBI «6». Kak MbI BUIUM, TaHHBIN allTOPUTM
JIOIYCKaeT CIydaiHbIH BBIOOp OTBETA VISl KJIACCH(UKAINH 3a€MIIHKA, TIOCKOJIBKY
ROC-kpuBas B okpectHOCTH TOUKH (0,0) CTPOUTCS IO TIPSMOIA:
—— nryouna = 3:0,69345 ; ——riryouna = 4:0,69954 ;
—— tiybouna =5:0,70939 ; —— rnybuna = 6:0,69783

score ROCscore

0,700+ 7 PR =
0,675

0,650
0,625
0,600
0,575+
0,550 1

0,525 A
0,0 2,5 50 7,5 10,0 12,5 15,0 17,5 n_trees

Puc. 3. Pe3ynbrarhl npeackazaHuii CIIy9aifHOTO Jieca ¥ TPaJUeHTHOTO OYCTHHTA.

Kak MoxHO 6BIJ'IO TPEATIOIO0XKUTH, KAYCCTBO KOMIIO3UITUOHHBIX aJITOPUTMOB PACTET C

YBEJIMYCHUEM KOJIHYecTBa AepeBbeB. st oOyueHnus Hamu OyneT B3sTo 100 nepeBbeB:
—— RandomForest; —— XGBoost;
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OO0Oy4yenne HellpoHHBIX ceTel. [Ipu mocTpoeHUH HEUPOHHOU CETU
HEOO0XO/AUMO OINpEAeIUTh €€ MapaMeTpbl (CKOpOCTb OOy4YeHMs CETH,
KOJIMYECTBO 310X 00ydeHus:, pasmep Oatuu (batch), 3HaueHue mapamerpa
perynsipusannu), BHIOpaTh KOJUYECTBO CKPBITHIX CJIOEB U KOJIUYECTBO
HEHWPOHOB B HUX, IPOU3BECTU HACTPOUKY BECOB HEMPOHOB.

[TocTtpoeHune HeHpoceTeBBIX AJITOPUTMOB HE MPEANOiaraeT YeTKHX
TpeGoBaHuM NpH BbIOOpE KOHGUTYpALMU U apXUTEKTYPhl CETH, 3a4acTyIO
BbIOOp KOHKPETHON CTPYKTYpPbI M HACTPOIKa apaMeTPOB OCYIIECTBIISIOT-
C Ha OCHOBAaHMU MHOIOYMCIEHHBIX TECTOB, B PE3YyJbTaTe KOTOPBIX
JIEJIaeTCsl ONTUMATBHBIN BHIOOD.

B coorBerctBuu ¢ (11) 00yunm BoceMHaaaTh apXUTEKTYp HEHPOH-
HBIX cereil. Jlns pemenus 3anaud  Kiaccupukanuu ObUT  BbIOpaH
MHoOTrocI0iHbIN niepcentpoH [13] (multilayer perceptron, MLP).

B kadecTBe aKTHBAaIMOHHBIX (DYHKIMIA Ha BBIXOJHOM clioe Oblia
MCTOJIb30BaHA JIOTUCTUYECKAss (YHKIHSA, KOTOpas Ha BBIXOJE MO3BOJISET
MIOJIYYUTh BEKTOP C BEPOATHOCTSIMU IIPUHAJIEKHOCTH 3aIIUCU K KOHKpET-
HOMY KJIaccy.

CkopocTb 0O0y4YeHHsT HEHPOHHOH CeTH MOXKeT 3aJaBaTbCs JHOO
KOHCTaHTOM, 100 yObIBaromed (QyHKIMEH OT KoJnMdyecTBa 3I0X
obOyuenus [14]. 3aganre ckOpocTH OOYYEHHS C MOMOIIBI0 YOBIBAIOIICH
GyHKIMW, HampuMep, JIMHEHHOH, MO3BOJSET MOJCTPAaUBaTh CKOPOCTH
oOyuenusi. B manHol paboTe cKopocTh 00y4eHHs Obliia 33aJaHa KOHCTaH-
TOM, paBHOM 2€—3, Tak KaK Takas CKOPOCTb OOYYEHHs CUMTAeTCs 3Ta-
JIOHHOM AJi BBIOpAaHHOM apXHUTEKTYpbl ceTH. OHa 00ecTeunBaeT BHICOKYIO
TOYHOCTb HACTPOUKH BECOB.

B cootBercTBum ¢ (11), 00yunM BOoCEMHBIATh HEMpoceTei:

® I CUTMOMJIHOM (YHKUMH aKTHUBAaMM — TPU OJHOCIOMHBIX

HEHUPOCETH, IBE JBYXCIONHBIX, YETHIPE TPEXCIONHBIX,
e I QYHKUUU aKTUBALUHU TUIIEPOOIMUYECKUI TaHT€HC — TPU OJTHO-
CJIIOWHBIX HEMPOCETH, ABE IBYXCIOWHBIX, YETHIPE TPEXCIONHBIX.

Ipumenm cienyromue oGosnayenns NNXP(k). X — xonudectso
ClIoOeB B HEWpPOHHON cetu, P — ucnonbzyemas (QpyHKUIMS aKTUBALUU
(S — curmounnas, TS — TaHreHc rumepbonuyeckuii). B ckoOkax

OTOOPaKE€HO KOJIMYECTBO HEHPOHOB B  KaXAOM CKpPBITOM  CIOE.
Pesynbpratel npeacraBuM B TaOul. 1, UMEIONIYIO CIEAYIOIIYIO CTPYKTYpY:
HelpoceTh (Ha3BaHUE HEMPOCETH 10 MPUBEIEHHON BBIIIIE TEPMUHOJIOTUN),
nonst npaBuibHBIX 0TBeTOB, ROC-AUC (pe3ynbTaT METpUKH KauyecTBa),
BpeMs 00ydeHus: (CKOJBbKO TpeOOoBaoch JaHHON HEWpOCeTH BpPEMEHH,
YTOOBI JaTh KOHKYPEHTOCTIOCOOHBIH OTBET).

Ha puc. 4 nokaxem ny4Iine pe3yabTaTbl UX paOOTHL.

Hwxke mnpencraBuM TaOnuily pe3yabTaTOB OOYYECHHST HEHPOHHBIX
cereii (Tabm. 1).
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True Positive Rate Receiver Operating Characteristic

10
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Puc. 4. Pe3ynpTaTsl IpefcKka3aHui JIydIIuX U3 MOCTPOSHHBIX ApXUTEKTYP

HEHUPOHHBIX CETEH:
—— NN3S_AUC_200_100_50=0,74679 ;

—— NN3S_AUC_50_100_200 = 0,74762 ;
— NN3S_AUC_150 50 _150 =0, 74694 ;
—— NN3S_AUC_50_250_50 = 0,74729

Tabauya 1
Pe3ysabTaThl pa60Thl HEH{POHHBIX ceTeil
Ng Helipocers o mpammanns | goc pyc | Boewr
1 NN1S (200) 0,8515 0,74607 35¢
2 NN1TS (200) 0,8516 0,70644 34c
3 NN1S (100) 0,8512 0,74658 30¢
4 NN1TS (100) 0,8519 0,70053 30¢
5 NN1S (50) 0,8507 0,74734 23 ¢
6 NN1TS (50) 0,8521 0,71643 27 ¢
7 NN2S (200, 100) 0,8514 0,74510 43 c
8 NN2TS (200, 100) 0,8512 0,71623 44 c
9 NN2S (100, 200) 0,8520 0,74627 40 ¢
10 NN2TS (100, 200) 0,8499 0,71511 39¢
11 NN3S (200, 100, 50) 0,8526 0,74679 47 c

o
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Ipoodonxcenue mabauysr 1

12 NN3TS (200, 100, 50) 0,8521 0,71502 S2¢
13 NNS3S (50, 100, 200) 0,8516 0,74762 40 ¢
14 NN3TS (50, 100, 200) 0,8521 0,72079 45¢
15 NN3S (150, 50, 150) 0,8518 0,74694 43 c
16 NN3TS (150, 50, 150) 0,8524 0,72219 44 ¢
17 NNS3S (50, 200, 50) 0,8521 0,74729 40 ¢
18 NN3S (50, 200, 50) 0,8513 0,71967 42 c
Pe3yJII>TaTI>I. HpI/IBCI[eHHBIC PE3yJbTaTHhI, oe3 COMHCHHfI, MOKHO

YIYYIIATh IyTEM JalbHEUIIed paboThl ¢ MPU3HAKAMH: KOMOUHUPYS UX H

NpUCOCIHHAA JOIMOJHUTCIIbHBIC Ta6.]'H/H_[I>I .

9KCIIEPUMEHT C TUIepnapaMmeTpamMu Moaenu[15].
Teneps Ha puc. 5 noctpoum ROC-KpHBYI0, YUUTBIBAIOIIYIO TAKKE U
HEHPOHHYIO MOJIENb, BEIBEJICHHYIO B HACTOSIIEH padoTe.

Tr
1,0

0,8

0,6

0,4

0,2

0,0 £~

ue Positive Rate Receiver Operating Characteristic

Taxxxe MOXHO IIPOBECTU

0,0 0,2 0,4 0,6 0,8 10

False Positive Rate

Puc. 5. Pe3ynbpTarhl npeacka3zaHui JIyqIInX U3 ITOCTPOEHHBIX MOJIeNIell MAaIlIMHHOTO

o0y4eHHsI ¥ HEHPOHHBIX CEeTeH:
—— Custom_model =0,73940; —— LogReg =0,73900 ;
— XGB=0,71891; —— RF=0,63067

AHanuzupysi pe3ysbTaThl, MpeJcTaBleHHbIe B Tabn. 1 u Ha puc. 5
JIeJIaeM CIIETYIOLUE BBIBOJIBL:
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e Hauydlled MOJENbI0 JUId PEIICHHWs IIOCTaBICHHOM 3ajadu
ABIISICTCS TPEXCIIOMHAs HEHpOHHAs CeTh C CUTMOWJHOM (QyHKIUEH
aKTUBALUU U BO3PACTAIOLUINM KOJINYECTBOM HEMPOHOB B CKPBITBIX CIIOAX;

® JICIIOJIb30BAaHHE CUTMOMIHOW (YHKIMM aKTHBAIIUK YBEIHMYUBACT
YCTOWYMBOCTb HEHUPOCETH OTHOCUTEIBHO KOJMYECTBA HEHPOHOB B
CKPBITBIX CJIOSIX, @ TAKXKE€ OTHOCUTEIBHO ITyOUHBI HEHPOHHOM ceTH;

e ryOMHAa HEHUPOHHOW CceTH Uil pEIIeHUs 3aJaud KpEeIUTHOIO
CKOpUHIa He SBJISIETCS pelaroiuM (akTopoM Ui BbIOOpa HEHPOHHOMH
CETH, IOCKOJIKY TPEXCJIOMHasi HEeHPOHHAs CeTh (JIydIlasi U3 MOJYyYEHHBIX )
TpeOyeT OOosbLIEr0 BpeMEHM OOydYeHHs, 4YeM OJHOCIIONHAs ¢ MaJlbIM
KOJIMYECTBOM HEUPOHOB, XOTS PE3YJIbTaThl PA3HATCS B THICAYHBIX JTOJISIX;

® CIIOJIb30BaHME (DYHKIMM aKTHBALMU T'MIIEPOOJUYECKUN TaHIEHC
HE SIBJII€TCSI ONTUMAJIbHBIM BIOOPOM (YHKIIMM aKTHUBALlMKM B HEWPOHHOU
cetd (Kak W cMmemeHne (QyHKIUH akTHBAaUWi), XOTS BpeMs OOydeHUs
HEHpOHHOH ceTH ¢ AaHHOM (yHKIMEH aKTHBAllMM HE MEHbILE BPEMEHH,
9TO HE0OXO0AMMO OOYyYEHHIO HEHPOHHOW CETH ¢ CUTMOWAHON (hyHKIHMEH
aKTUBALIUU;

e 00yueHHME HEUWPOHHBIX CETEH OKa3aJoCh HAMHOTO OBICTpee U
s dexTuBHEE 00y4YEHUSI CTaHIAPTHBIX MOJENEH MAIIMHHOTO OO0Yy4YEeHHS.
bosiee Toro, morpeboBajioch HAXOXJAEHUE ONTUMAIBHOI'O KOJIMYECTBA
JepEBBEB ISl 00yUEHUSI aHCAaMOJIEBBIX METOJIOB JICPEBLEB PEIICHUH;

® JIOTMCTUYECKAs PErpeccusi IMOKa3bIBaeT NMPAKTUYECKU CXOIHBIM, HO
XYIIHANA Pe3ysbTaT 110 CPAaBHEHUIO C INOCTPOCHHON MOJENbI0 HEHPOHHOU
CETH.
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Neural network methods for solving the problem
of credit scoring

© A.D. Kadiev, A.V. Chibisova

Bauman Moscow State Technical University, Moscow, 105005, Russia

The mathematical derivation of the presented neural network model is demonstrated.
Reduction of the classification problem to an optimization problem. Produced
recon-naissance data analysis, as well as their preprocessing for further use in training
classification algorithms. The architectures of neural networks were designed depending
on the activation function, the number of hidden layers of the neural network and the
number of neurons in the hidden layers. More than ten neural networks were trained to
solve the task of credit scoring. The calculation of the learning time of neural networks
was made. The solution of the problem using classical machine learning algorithms is
presented. It could be seen that the standard deviation of accuracy and ROC AUC for
neural networks is greater than that of a random forest. This is due to the fact that we
choose the initial weights randomly and calculate the gradients not on the entire sample,
but on small parts, which adds some learning error. But these deviations were not only
for the worse. In the best situations, according to both metrics, neural networks showed
the worst result by a couple of percent. The analysis of results is made. Comparative
analysis shows that neural networks have better classification quality than classical ma-
chine learning algorithms, and also that neural networks have less training time than
classical machine learning algorithms. Graphs and tables displaying the results obtained
are presented.
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